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16 Alarm management questions 
that everyone asks  
 By Donald G. Dunn and Nicholas P. Sands, PE, CAP

 Alarm management is the taming of the alarm  
system, changing it from a mixed alarm and  
awareness notification system with almost random 
priorities to a true operator support tool providing 
notification to take the right action at the right time 
to avoid an undesired consequence. Proper alarm 
management lowers operator stress, improving  
performance for more efficient production.

OPERATIONS AND MANAGEMENT

22 Add remote monitoring to  
increase maintenance  
personnel productivity

 By Bill Dehner

 Remote monitoring to support machine maintenance 
can start small and scale up, delivering improved  
quality, uptime, and profits. Remote connectivity 
methods have steadily improved over the years and 
can now be readily added to existing or new systems.

FUNCTIONAL SAFETY

28 Bayesian analysis improves 
functional safety

 By Paul Gruhn, PE, CFSE

 Engineers use ISA/IEC 61511 to perform calculations 
based on random hardware failures, but accidents are 
typically the result of slow normalization of deviation 
(a.k.a. drift). Bayes’ theorem can be used to update a 
calculated failure probability based on observed evidence.
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34 At your service:  
Industrial ops in the cloud

 by Matthew Littlefield

 Industrial companies need to know how to choose a 
cloud provider for industrial operations. Other than spe-
cific geographic and regulatory requirements, there are 
mainly architectural and risk considerations to address.
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I am writing this on 24 March. By the 
time you are reading it in April or later, 
world events will have changed again 

in response to the coronavirus pandemic.
Today, major U.S. airlines are drafting 

plans for a voluntary shutdown of all U.S. 
flights. A growing number of U.S. states 
and cities, and countries around the 
world, are urging lockdowns of “non-
essential” businesses as cases of the virus 
top 43,000 in the U.S. and 381,000 glob-
ally. Everything from social interaction to 
industrial operations are being disrupted 
in unprecedented ways, and whatever 
is happening today is unlikely to be the 
same next week or next month.

Already, dozens of spring and sum-
mer events—everything from ISA’s annual 
Analysis Division Symposium to the Tokyo 
Summer Olympics—have been cancelled 
or postponed as congregating in groups 
larger than 10 (U.S.) or two (U.K.) has 
been banned. Tens of thousands of people 
are learning to work from home or learn-
ing what it means to not work at all for an 
indefinite period. Predictions about what 
this all means for industrial automation 
and control professionals vary widely.

Some automation providers are report-
ing that they are officially deemed “es-
sential businesses,” because they sup-
port so many customers in the essential 
areas of food/beverage, pharmaceuticals, 
chemicals, oil/gas, and logistics. That 
means they have to continue to operate 
at regular levels to support those custom-
ers, even if/when a shelter-in-place order 
is issued. Others contend that the corona-
virus outbreak reveals the weakest links in 
the industrial supply chain to be the sup-
pliers’ suppliers, and managers should 
plan accordingly.

“Industry 4.0 has received much atten-
tion; however, the focus has been on 
the activities inside the factory gates. But 
investments in robotics or IoT sensors 
and the like assume that assembly lines 

receive a steady flow of raw materials,” 
explains Michael Larner, principal analyst 
at ABI Research. “Initially, plant manag-
ers and factory owners will be looking 
to secure supplies and be getting an ap-
preciation of constraints further up the 
supply chain plus how much influence 
they have on their suppliers. In the longer 
term, manufacturers will need to conduct 
extensive due diligence to understand 
their risk exposure.”

To mitigate supply chain risks, Larner 
says, manufacturers should not only source 
components from multiple suppliers but 
also find suppliers in multiple locations.

Some predict that, in the long term, the 
coronavirus pandemic could be a boon 
to automation and digitalization efforts. 
“Before COVID-19 struck, industrial auto-
mation was slowed by flat capital expendi-
ture and declining industrial production,” 
says David Bicknell, principal analyst with 
GlobalData. “The virus has exposed the 
fact that despite the hype, advanced fac-
tory automation has not substituted hu-
man workers at scale. Technologies such 
as blockchain for inventory management 
and logistics, and cloud-orchestrated AI 
[artificial intelligence] for assembly line 
robotics have either been insufficiently 
developed or too difficult to use.” Had 
industry implemented them sooner, “it 
would now be in a different place,” he 
adds.

Bicknell contends that, “the virus may 
now focus organizations’ minds on the 
need to automate faster in the medium 
term and will accelerate an investment 
in factory automation when the global 
economy eventually rebounds.” But, he 
admits, “that will take a while.”

What do you think? Talk to me about 
how the coronavirus pandemic is affecting 
you, and how you predict it will affect in-
dustry. Reach me at rbassett@automation.
com, rbassett@isa.org, or www.linkedIn.
com/in/rrbassett. n
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Solving big data problems with a little data approach  
By Derek Thomas

in many big data projects. The plant personnel 
most familiar with operations are generally also 
very competent when it comes to real-time con-
trol systems. This is by necessity; these systems 
keep plants running smoothly, and adjustments to 
these systems are often required to improve opera-
tions. Unfortunately, most real-time controllers do 
not have the required capability to analyze data 
produced by field devices to generate insight, a 
requirement for little data projects. 

This type of edge processing has traditionally 
required a separate industrial computing device 
and software solution to store and process data. 
Integrating these elements with the existing con-
troller and network was often problematic due to: 
the complexity of setting up, programming, and 
managing in two different environments; synchro-
nization; lag/latency; and other issues. A little data 
project using two separate devices could thus 
become quite complex and unreliable, slowing 
implementation and driving up costs.

A modern class of edge controller addresses 
these issues by combining two functions into a 
single device. The first function is real-time con-
trol, much like what was done by a traditional 
programmable logic controller. The second set of 
functions is performed by a computing platform 
with a processor capable of data storage, analysis, 
and a wide range of other tasks—similar to what 
could be done with an industrial PC. Because both 
functions are performed in one device, there is no 
additional effort required to integrate two com-
ponents—data is simply passed between the two 
functional areas safely and securely.

Once the edge controller stores and processes 
the data already being collected for real-time con-
trol, results are readily transmitted to enterprise 
platforms, such as manufacturing execution 
systems, enterprise resource planning, mainte-
nance management, and other analytics systems—
both on premises and cloud-based—through the 
typical industrial or Ethernet protocols. These 
higher-level platforms thus have the information 
required to improve operations. 

Big data projects seem to call for big and com-
plex solutions, but a large-scale approach often 
fails due to high costs and excessive implementa-
tion time. A better way is to begin with targeted 
efforts for analyzing little data to create insights, 
creating value and building momentum. n

Nearly every industrial facility has an oppor-
tunity to create value from collected and 
stored big data by implementing Industrial 

Internet of Things (IIoT) and other operational 
improvement initiatives. In the process industries, 
this data often resides in centralized control sys-
tems and historians, while in discrete part manu-
facturing, the data is more likely to be dispersed 
across the plant or trapped within machines. But 
no matter where the data is collected or stored, 
the best approach to creating value is often to start 
small, with a “little data” approach.

McKinsey & Company gives some insight into 
the scale of data analysis opportunities. “Most 
data generated by existing IoT sensors is ignored. In 
the oil-drilling industry, an early adopter, we found 
that only 1 percent of the data from the 30,000 
sensors on a typical oil rig is used, and even this 
small fraction of data is not used for optimization, 
prediction, and data-driven decision making.”

Many big data projects fail because a “boil the 
ocean” approach is pursued, whereby substan-
tial time and capital are committed upfront in the 
hope of analyzing all the stored and incoming data 
to derive insights. These types of approaches usu-
ally begin with discussions of what technologies 
should be used, particularly the cloud and other IT-
related infrastructures, and often end with frustra-
tion and unsatisfactory results, even after months 
or even years of effort. 

A better and more practical way is to start at the 
machine or production-line level by defining spe-
cific problems that are solvable with better use of 
little data. Focusing the field of view to a specific, 
defined asset reduces complexity and simplifies 
the search for a solution. This simplification is cru-
cial, because the people implementing a little data 
project should be the personnel most familiar with 
operations. 

Another advantage of the little data approach is 
it quickly yields tangible improvements by empow-
ering users to find, solve, improve, and move on 
to the next opportunity. This creates positive mo-
mentum within a company, and as experience and 
comfort increases, it becomes easier to scale efforts 
to larger data sets using the lessons learned.

For these and other reasons, a little data ap-
proach is the most practical path for IIoT projects 
at many industrial plants, but it requires different 
technologies than the IT-centric methodology used 
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I never thought that I’d be comparing 
toilet-roll purchasing habits with cyber-
security risk management, but here I am 

in the midst of the COVID-19 pandemic 
seeing some interesting parallels. As an in-
dustrial automation consultant and subject-
matter expert for ISA, I travel the world talk-
ing to organizations about managing their 
cybersecurity risk. Common themes have 
emerged. I realize that both COVID-19 and 
industrial cybersecurity discussions provoke 
similar reactions—and behind both is the 
psychology of how people interpret and 
respond to risk. Here’s some examples:

n There are organizations that deny the 
abundance of data and insist that they 
are not at risk. These are COVID-19 
deniers, watching the reports of the ex-
ponential spread of the virus but claim-
ing that there is really nothing to worry 
about. Scottish author Hunter Davies 
recently tweeted that “I’m 84. I survived 
rationing. I’m not scared of the corona-
virus,” which would be like an organi-
zation claiming: “We’ve been around 
for 84 years. We survived a hurricane, 
so we’ll survive a cyberattack.”

n There are organizations that ask for 
advice from cybersecurity experts, then 
promptly ignore that advice because it 
is inconvenient to them. When epide-
miologists recommend taking extreme 
action and shutting down public events, 
they base this on their specialist knowl-
edge and experience. While there may 
be initial resistance to such recommen-
dations, it is almost always necessary to 
follow the guidance of experts. After 
all, expert comes from the Latin exper-
tus, meaning tested or proved.

n There are organizations that follow oth-
ers and undertake costly but ultimately 
ineffective or misguided responses to 
cybersecurity risk. A typical case is de-
ploying expensive cybersecurity software 
solutions without establishing good ba-

sic cybersecurity hygiene practices. Of-
ten the software is purchased because 
others have done the same, so it must 
be the right thing to do. But there are 
more important steps to take. This is the 
equivalent to the panic buying of toilet 
paper rolls that we are seeing today. 
While stocking up on toilet paper might 
seem like a sensible contingency plan, 
there are other factors to consider—not 
least is exposure to the virus in the super-
market itself.
Psychologist Paul Slovic’s review article, 

“Perception of risk,” published in Science 

in 1987, gives some insight into why this 
happens. Slovic’s analysis compared the 
difference in perception of the risks of 
nuclear energy versus driving automo-
biles. He concluded that because there are 
so many automobile accidents, the risk is 
knowable. There is also a limited media 
coverage of automobile accidents, with 
no speculation of unknown events. Un-
like automobile accidents, nuclear energy 
represents an unknown risk with a relative 
lack of data. Nuclear accidents get wide-
spread media coverage resulting in specu-
lation about future possible disasters. The 
result is that the lower risk scenario (nucle-
ar energy) induces more fear than a higher 
risk activity (driving an automobile).

In the toilet paper versus community 
spread scenarios, the fear of running 
out of toilet paper is knowable, whereas 
there is still much uncertainty about the 
likelihood of contracting COVID-19, so 
once again people are failing to accurate-
ly measure risk. But the more you know 
about your risk, the less there is to fear. n

—Steve Mustard, ISA subject-matter ex-
pert. Visit https://isa.org to find out what 
ISA does to provide training to properly 
understand cybersecurity risks and to 
create experts through its cybersecurity 
certificate program.

From COVID-19 to cybersecurity: 
A tale of toilet paper and risk
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industry news | News from  

The increasing speed of integration 
of business, engineering, and man-
ufacturing systems was evident at 

the 2020 ARC Orlando Forum. Focused 
on the theme “Driving Digital Transfor-
mation in Industry and Cities,” the 3–6 
February event boasted more than 800 
attendees representing more than 300 
companies from 20 countries. 

Multiple tracks and sessions comprised 
over 200 industry presenters and panel 
participants sharing their insights, expe-
riences, and concerns. Reflecting the in-
creasing integration of information tech-
nology (IT) and operational technology 
(OT) disciplines, this year’s conference had 
more IT people attending than ever be-
fore, and the vendor showcase featured 
more IT companies than OT. Many of the 
presentations illustrated that there are big 
advantages when companies operate in 
new, collaborative ways across the whole 
of the enterprise in order to create flexible 
and synchronized manufacturing. Read 
this article at Automation.com to find out 
more, including: 
n How successful digitalization requires 

alignment starting at the top of the 
organization.

n How traditionally siloed organizations 
are now working collaboratively across 
departments, including engineering, 
IT, OT, purchasing, and manufacturing 
operations. 

n Details of the Dow Corporation digita-
lization journey as presented by Mela-
nie Kalmar, Dow Corporate VP, chief 
information officer and chief digital 
officer, and Peter Holicki, Dow senior 
vice president of operations for manu-
facturing and engineering. Holicki and 
Kalmar described their efforts to cre-
ate a culture that leveraged what they 
had in common to build trust, so teams 
would be willing to try new things to-
gether, and even make mistakes. n

 
—Bill Lydon, Automation.com contributing 
editor

ARC 2020 Conference: 
IT/OT combine for 
digitalization 

Some organizations ask for advice from experts, then promptly 
ignore that advice because it is inconvenient to them.
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In memoriam: Richard “Rich” Merritt, 1943–2020

Rich Merritt was born at a very 
young age, on 8 November 1943 
in Hackensack, N.J. He was the 

son of Harold and Florence (Bahr) Merritt, 
an avid sports car/race car driver and rac-
ing fan, and a devoted husband, father, 
and grandfather. He was also a giant of 
industrial automation and control tech-
nical communications, serving countless 
publications and clients over his long career, including Automa-
tion.com and ISA’s InTech magazine. Alas, Richard “Rich” Jesse 
Merritt died Saturday, 8 February 2020, at his home in Cedar 
Rapids. He was 76.

In agreement with his wishes, Merritt was cremated, and no 
services were held. Then came the coronavirus restrictions, and 
the family’s planned celebration of life was delayed. So, here is a 
little about the man who touched so many lives through his spo-
ken and written words.

On his LinkedIn page, Merritt wrote: “Almost all my life has 
been in automation and process control—including developing 
automation systems, writing about them as an editor, and mar-
keting them to customers. I know products and technologies, 
and I know how to write about them in a clear, concise way that 
gets the attention of magazine editors and their readers.”

“I have always been amazed at the way Rich can call upon his 
vast industry experience and technical knowledge to write on any 
subject involving process control and automation,” said Dan He-
bert, PE and principal of Controls PR. “He writes like he’s ‘been 
there, done that’ and his writing is typically crystal clear. He also 
has a knack for interviewing people, from machine builders to 
systems integrators to control engineers, and manages to wrest 
gems of knowledge from them.”

Merritt was a storyteller and a technologist who wrote a lot of 
automation-related copy over the years. “Rich was one of our most 
valued writers from 2009 to 2019,” said Hebert, “creating hundreds 
of beautifully crafted articles, press releases, and whitepapers.”

Merritt was a guy many considered a friend. David Sear, editor 
for Valve World magazine, said “Rich and I knew each other and 
developed a friendship without every really becoming acquainted. 
That may sound strange, but it will probably strike a chord with 
many who work in the wonderful yet transient world of PR, edit-
ing, and journalism.”

Sear said those exchanges would prompt a spate of emails dur-
ing which he knew he could trust Merritt’s professionality but also 
got to know a little of his unique nature. “Seeing Rich’s name pop 
up on my PC always added a little sunshine to the cloudiest of 
days,” said Sear. “And even in passing, Merritt still managed to 
make me smile.”

Merritt wrote news, articles, products, and a column for Control 
magazine in the late 1990s and early aughts. As senior technical 
editor, he said, “My writing helped take Control from third place 

to the Number 1 magazine in its field. I won 10 ASBPE writing 
awards in four years, including Best Column three years in a row, 
and Best Technical article four times.”

Paul Studebaker, editor in chief of Control magazine and Con-
trolGlobal.com at the time, said Merritt never shied away from 
taking controversial positions on topics, such as “manufacturing 
execution systems, or MES, (bad!) to climate change (good!).”

“Rich also made me jealous with extended trips to Hawaii and 
his excellent motor racing skills,” Studebaker added. “He linked 
me to videos so I could ride along, and I watched his humble BMW 
eat Vettes and Vipers.” He said you could always tell you were 
reading one of Rich’s pieces because, eventually, you’d encounter 
an “alas” Even today, a search for “alas” on ControlGlobal.com 
brings up tons of vintage Rich:
n “Alas, I rarely see anyone who actually might know what is 

going on inside the company . . . .”
n “Alas, most HMI vendors appear to be dragging their feet . . . .”

Alas, Rich Merritt is gone. According to his daughter, Cathi, he 
planned to write his own obituary but ran out of time. But, she 
said, there was one line that he was absolutely adamant about 
including at the start: “I was born at a very young age . . . .”

Rich, you will be missed. n

—Renee Bassett, chief editor, Automation.com and InTech

MITRE Framework tracks cyber- 
attacks on industrial control systems

MITRE has released a new tool for industrial control sys-
tem (ICS) cybersecurity based on its globally accessible, 
freely available MITRE ATT&CK knowledge base for 

critical infrastructure. It focuses on the unique threat behaviors 
leveraged by adversaries targeting ICS environments, and creates 
a forum for establishing how ICS intrusions are different from 
enterprise IT intrusions to help ICS operations and security teams 
better protect their mission-critical systems.

ATT&CK for ICS is a knowledge base for describing the actions 
an adversary may take while operating within an ICS network. 
Quint Wysor, senior manager of cybersecurity at Duke Energy, says 
“the introduction of the new industrial control systems–focused 
version will enhance the work that industries with critical infra-
structure, including the utility sector, have already done to protect 
their information and infrastructure.”

The knowledge base can play several key roles for defenders, 
including helping establish a standard language for security practi-
tioners to use as they report incidents. It can help with the develop-
ment of incident response playbooks, prioritizing defenses as well 
as finding gaps, reporting threat intelligence, training analysts, and 
emulating adversaries during exercises. It adds the behavior that 
adversaries use within ICS environments. n

News from | industry news
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Blurring the 
boundaries  
between design 
and automation
How virtual commissioning and digital twins  
reduce time to market and minimize risk

By Noam Ribon  
and Colm Gavin Machine, station, line, and system 

development is usually sequential: 
Mechanical design, electrical design, 

and automation are performed one after the 
other. If a mistake is made anywhere in the 
development process and is not detected, the 
error costs grow substantially over the phase of 
development. Undetected errors can be expen-
sive during commissioning.

Virtual commissioning is essential to mini-
mize, if not eliminate, those costs. Though virtu-
al commissioning is not a new concept, the now 
ubiquitous digital twin that is sufficiently accu-
rate, combined with vendor multidisciplined 
expertise, is allowing leading-edge companies 
to use it. For these companies, virtual commis-

sioning is another added benefit of their invest-
ment in simulation, or digital twins, extending 
value in the manufacturing of lines, production 
cells, machines, and even systems. For example, 
in bids for delivery of turnkey production cells 
and lines, some automotive companies require 
an accompanying simulation that confirms the 
performance of the proposed solution.

This demand is causing machine builders, for 
example, to modernize and transition tradition-
al systems for the benefit of their customers and 
the longevity of their brand and services.

What is driving the success of virtual commis-
sioning? Let’s explore this technology in more 
detail and discover the properties catapulting 
its popularity.
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Definition, benefits, differentiators
Virtual commissioning allows developers to 
debug automation control logic and program-
mable logic controller (PLC) code in a virtual 
environment before downloading it to physi-
cal equipment. Simulating and validating the 
automation equipment virtually confirms it will 
work as expected, thus substantially reducing 
system installation cost and startup time.

An overall driver in virtual commissioning is 
the widespread availability of the digital twin, 
which is a virtual representation of a physical 
product, process, or system used to under-
stand and predict the physical counterpart’s 
performance characteristics. Using digital 
twins can lead to:

Compressing time: Customers are continu-
ally changing their tastes, very quickly, driving a 
reciprocal need to respond quickly.

Saving costs: Less time is required to physi-
cally debug design and its associated controls. 
Costs eliminated are travel and time and mate-
rial costs associated with the physical presence 
of a team on site, and in some cases, rebuilding 
the physical twin that was damaged by running 
incorrect controls logic. In this case, delays from 
waiting for a new prototype may prove to be the 
costliest. Customers with long startup times due 
to machine issues are affected financially.

Minimizing risk: All testing can be done 
virtually, so transitions result in only minimal 
issues, with no PLC program problems. Know-
ing that issues will be ironed out virtually 
increases the confidence of an on-time, on-
budget delivery, for example, when shipping a 
machine and starting it at a new facility. This 
process that once took a week is now complete 
in a weekend—two work shifts. 

When the virtual commissioning or digital 
twin is linked to the actual PLC program of its 
physical counterpart, it makes validation of the 
overall automation system possible. On one end, 
the PLC program is tested by observing how the 
physical system would behave, and on the other, 
with an actual controls program running the 
operation of the physical system so it can be bet-
ter anticipated. Siemens provides a virtual PLC 
for some of its hardware PLCs, making virtual 
commissioning completely virtual, sometimes 
referred to as software in the loop (SIL).

All insights obtained and errors discovered 
can be used for optimization purposes before 
real production begins. Virtual commissioning 
significantly empowers a company to move 
toward availability, accuracy, and vendor multi-
discipline expertise. 

Improved communication
Two all-encompassing benefits of virtual com-
missioning are parallel work and improved 
communication between the designer and auto-
mation engineer. These aspects bring effective 
results, including:

Verifying sequence of operations: A virtual 
human-machine interface (HMI) and PLC allow 
you to debug your code. Very early in the design 
process, design engineers can experience the 
intent of the automation engineers. Automation 
engineers can better relate to what their design 
engineer counterparts had in mind, arriving at 
an all-around better multidisciplinary outcome.

Training: With a virtual HMI and model run-
ning, you can provide comprehensive training 
for operators to become familiar with the 
machine before interacting physically, reducing 
the operator turnover rate.

Promotion: With simulation, you demon-
strate how the machine will work for a customer 
in its unique environment and validate precisely 
what the machine does before using it.

One example is the design of a new machine. 
Design software and automation unite to pro-
vide value for simulating the kinematics, be-
havioral physics (gravity, friction, and torque), 
electrical architecture, and even hydraulics via 
a digital model. Knowing how a machine, for 

FAST FORWARD
l Transitioning to virtual commissioning is an easy one. Start ramping 

up by learning the tools, and go from there.

l Commissioning a new production machine, station, line, or system 
is a crucial phase of a project. It demonstrates whether the overall 
system will operate as planned.

l Unplanned behavior can quickly lead to delays and high costs.  
Virtual commissioning can greatly reduce this risk.

Robotic ultrasonic inspection of a composite wing, driven by PLC code, emulates 
the system’s behavior.
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example, will perform in conjunction 
with the automation code saves time, 
allowing automation personnel to col-
laborate sooner with the mechanical 
engineer. Thus, the physical machine 
can be fabricated on the factory floor 
before finishing the code.

Fewer errors
Virtual commissioning eliminates er-
rors early in the development process. 
The Six Sigma model describes the 
importance of detecting possible errors 
at an early stage. It helps calculate the 
error quotas that occur during a busi-
ness process: The rule of tens says that 
error-related costs for an unidentified 
error increase by a factor of 10 from one 
value-added level to the next. The ear-
lier an error is identified and corrected, 
the cheaper this is for the organization.

Error identification early in the 
product life cycle results in a quality 
engineering project. Therefore, find-
ing errors in the planning phase versus 
the development lab (reworking parts), 
startup (machine on the factory floor), 
or operation (the machine is shipped to 
end customer) is ideal and economical.

Tronrud Engineering, a Norwegian 
machine builder, developed an inno-
vative machine prototype that could 
pack 300 pillow bags per minute into 
boxes while maintaining the same foot-
print—twice the speed of traditional 
machines. During development, the 
project team created three-dimensional 
models of the machine and its parts to 
simulate its behavior. This virtual im-
age of the machine—the digital twin—

enabled parallel 
work on design, 
mechanics, and 
programming.

As a result, 
Tronrud reduced 
the design phase 
by 10 percent 
and commis-
sioning time by 
25 percent, sig-
nificantly reduc-
ing the time to 
market. Reduc-
ing time on the 
shop floor makes 

it possible to produce more machines.
“Digitalization is a huge opportu-

nity. It’s a matter of not being afraid of 
the challenges but rather take the ben-
efit that helps us to create more value,” 
 said Olav Tronrud, CEO, Forecasting.

Acceptance testing
End customers of systems, lines, pro-
duction cells, or machine vendors are 
starting to demand virtual factory ac-
ceptance testing. A digital twin is essen-
tial to performing this task. Companies 
that use a digital twin put themselves at 
a competitive advantage to addressing 
these demands and winning that busi-
ness. We can already see discussions 
and predict a new trend in the auto-
mation industry. As described above, 
companies are already significantly 
reducing their time to market, but 
also the time to commission systems 
once delivered. Commissioning time 
used to be non-
elastic. It takes 
what it takes, 
and surprises 
are addressed by 
pouring more 
resources in, at 
significant costs. 
Using the digital 
twin for virtual 
commissioning, 
vendors can now 
offer their cus-
tomers a share 
of those savings, 
otherwise ac-
counted for as 

profits. With virtual commissioning it 
is now a win-win situation, that in turn 
has the potential to drive more busi-
ness to the vendor.

Eisenmann builds facilities for 
surface finishing technology, mate-
rial flow automation, environmental 
technology and ceramics firing lines, 
as well as special facilities for energy 
recovery, coating, thermal processing, 
and recycling.

As a future hub of international air 
traffic, the New Doha International Air-
port (NDIA) in Qatar set out to create a 
smoothly functioning, reliable logistics 
system. NDIA selected Eisenmann to 
install an electric monorail system.

Eisenmann started with the two-
dimensional layout of the catering 
building and built a simulation model 
that runs an animated simulation of 
this layout. For the quotation phase, 
peak scenarios were simulated. In this 
project, Eisenmann practiced for the 
first time with a virtual commissioning 
concept, by connecting the material 
flow computer to the simulation mod-
el, and thus could identify and resolve 
most of the problems in the program.

“You can actually visualize any im-
proper material flow in the virtual sim-
ulation model. I worked on this side by 
side with a control programmer, who 
developed and debugged the control 
programs” said Dr. Monika Schneider, 
simulation expert for Eisenmann.

Ralf Weiland, senior vice president 
of conveyor systems for Eisenmann 
added, “With our virtual commission-

Virtual commissioning based on simulation is used to understand 
operations and, when linked to the actual PLC counterpart, makes 
validating the entire automation system possible.

Tronrod Engineering used virtual images of the machine and 
digital twin to develop an innovative machine that could pack 
300 pillow bags per minute into boxes.
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ing capability, supported by creating 
realistic validations in a virtual envi-
ronment . . . we believe we can shorten 
delivery time on every project.”

Reducing risk
Transitioning to virtual commission-
ing is an easy one. Start ramping up by 
learning the tools, and go from there. 
Once the mechanical engineers learn 

the tools, they 
become quicker 
and more adept 
for future proj-
ects. Commis-
sioning a new 
production ma-
chine, station, 
line, or system is 
a crucial phase of 
a project. It dem-
onstrates wheth-
er the overall sys-
tem—consisting 
of mechanics, 

electrical systems, and automation—
will operate as planned. Unplanned 
behavior can quickly lead to delays 
and high costs. Virtual commissioning 
can greatly reduce this risk. �
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Alarm 
management 
questions that
everyone asks

By Donald G. Dunn and 
Nicholas P. Sands, PE, CAPHow to achieve an effective and effi cient 

alarm management program
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Understanding and implementing effec-
tive alarm management brings many 
operational benefi ts. This article high-

lights common questions and answers to help 
you understand alarm management.

What is alarm management?
Alarm management is the taming of the alarm 
system, changing it from a mixed alarm and 
awareness notifi cation system with almost ran-
dom priorities to a true operator support tool that 
notifi es operators to take the right action at the 
right time to avoid an undesired consequence.

This transformation includes applying the defi ni-
tion of “alarm” in a process called rationalization to 
remove the notifi cations that are not truly alarms.

Alarm (n): audible and/or visible means of indi-
cating to the operator an equipment malfunction, 
process deviation, or abnormal condition requiring 
a timely response.

Also, during rationalization, the consequences 
and corrective actions for each alarm are docu-
mented, so that the operators can be trained to 
respond. The alarm system is monitored and 
assessed against performance targets to under-
stand what issues need to be fi xed to keep the 
system working for the operator. There are many 
more steps in the life cycle of alarm manage-
ment, but the key steps of removing things that 
are not really alarms, training the operators to 
respond, and monitoring system performance 
provide most of the benefi ts.

Which alarm management standard do I 
follow: ISA-18.2, IEC 62682, or EEMUA 191?
You can build a successful alarm management 
program with any of the three. The activities 
for the full alarm management life cycle (fi g-
ure 1) are more clearly organized in the ISA and 
International Electrotechnical Commission 
(IEC) standards. As standards, these documents 
describe what should be included in an alarm 
management program, but not how to do those 
things. Engineering Equipment and Materials 
Users Association (EEMUA) 191, as a guideline 
and not a standard, addresses both what and 
how to a limited extent. The seven ISA-18.2 
technical reports address the “how” in much 
greater detail, aligned to the ISA standard.

As far as the standards go, ANSI/ISA-18.2 and 
IEC 62682 are almost the same, as the IEC ver-
sion was only slightly modifi ed from the ISA ver-
sion. ISA-18.2 was fi rst published in 2009 and 
was designed not to confl ict with the EEMUA 
191 guideline and the NAMUR (the German 
Standardization Association for Measurement 

and Control in Chem-
ical Industries) NA102 
worksheet. The goal 
was to build a consis-
tent set of terminol-
ogy and activities for 
alarm management. 
Today, ISA-18.2 is the 
authoritative stan-
dard on alarm man-
agement.

Regulatory requirements can be a factor 
in choosing to follow the standards on alarm 
management.

Is an alarm management program a 
regulatory requirement?
Yes, alarm management can be a regulatory re-
quirement, depending on the industry and the 
country. In the U.S., facilities covered by the Occu-
pational Safety and Health Administration (OSHA) 
Process Safety Management (PSM) and the Envi-
ronmental Protection Agency (EPA) Risk Man-
agement Plan (RMP) can meet requirements 
using the ISA or IEC standard as recognized and 
generally accepted good engineering practice 
(RAGAGEP). The pharmaceutical industry can 
meet Food and Drug Administration (FDA) 
Current Good Manufacturing Practice (CGMP) 
requirements using the standards. These OSHA, 
EPA, and FDA programs predate the alarm man-
agement standards, so there is not an explicit 
reference to alarm management, but there are 
references to alarms.

The pipeline industry, regulated by the Pipeline 

FAST FORWARD
� The article is a comprehensive overview 

of alarm management questions everyone 
asks.

� Alarm systems should provide the right 
indication at the right time for operators to 
respond and avoid undesired consequences.

� ANSI/ISA-18.2 is the authoritative standard 
on alarm management, supported by seven 
technical reports with additional guidance.

CONTINUOUS AND BATCH

Figure 1. The alarm management life cycle.
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and Hazardous Materials Safety Admin-
istration (PHMSA), specifically requires 
alarm management since 2012 because 
of incidents. The pipeline industry often 
uses API RP1167, which is also derived 
in part from ISA-18.2.

In Europe, facilities covered by the 
Seveso directives also have a require-
ment for alarm management. The ISA 
or IEC standard would be good guid-
ance. In the U.K., EEMUA 191 is still 
often used, as the Health and Safety 
Executive (HSE) has not updated its 
2000 information sheet on Better Alarm 
Handling to reference BS62682, the 
British Standards version of IEC 62682, 
versus the EEMUA 191 guideline.

Aside from regulatory requirements, 
many companies now have policies on 
alarm management after incidents or 
have requirements for alarm manage-
ment from their insurance companies. 
So, there are several ways to have alarm 
management as a requirement.

How much does implementing an 
alarm management program cost?
There are many ways to implement an 
alarm management program, and the 
cost varies with choices. Key elements 
and cost factors include:
l Benchmark – number of locations
l Training – number of people, locations, 

duration
l Philosophy – development and com-

plexity
l Rationalization – scope, preparation, 

methodology, tools, facilitation
l Implementation – scope of changes
l Monitoring – scope, software, archi-

tecture
l Continuous improvement – methodology

Consider this example: The com-
pany ACME Chemicals is planning an 
alarm management program.
SCOPE: 
l three similar plants: one in Ohio, 

U.S., one in Northern Ireland (NI), one 
in China

l about 3,000 tags per site and about 
4,500 alarms per site

TRAINING:
l Overview training (2 hours) – all op-

erations, maintenance, and technical 
personnel

l Detail training (16 hours) – selected 

operators, automation engineers, 
process engineers

PHILOSOPHY:
l one development workshop (3 days) 

with trained representatives from 
each site

l template philosophy document used 
for all three sites, with some local 
modifications

RATIONALIZATION:
l export of current alarms used to build 

potential alarm list
l unit operation rationalization con-

ducted at NI plant
l two weeks facilitated rationalization

l rationalization reviewed, modified, 
and adopted at other sites
l three-day review

IMPLEMENTATION:
l estimate to remove or add 50 percent, 

about 2,250 alarms
l estimate to modify priority or set point 

80 percent , about 3,700 alarms
MONITORING:
l select software for monitoring and 

assessment
l includes a master alarm database 

and rationalization tool
l installation on central server to com-

pare sites
CONTINUOUS IMPROVEMENT:
l biweekly meeting of the alarm team

Based on this rough plan, the cost 
can be estimated. Excluding employee 
time and travel, this program might 
cost about $150K – $200K.

What is the cost benefit ratio of 
alarm management?
The benefits of a successful alarm 
management program are many, but 
they are also hard to quantify in dollars. 
The most obvious benefit is for the op-
erator, with reduced stress from alarms 
and improved response to alarms since 
they are all meaningful. Alarm man-
agement is one of those rare improve-
ment programs that operators actu-
ally “like,” because it makes their lives 
better. Figure 2 is an example of one 
company’s experience before and after 
implementing an alarm management 
program.

Most of the financial benefit comes 
from avoiding undesired consequenc-
es, so the benefit depends on how 

many avoidable events happen in 
the plant before implementing alarm 
management. Using historical data on 
avoidable plant shutdowns, avoidable 
off-quality production, and the like, 
estimate what the reduction in events 
would be if the operators had a better 
system to notify them to take action. 
Do not assume 100 percent reduction, 
but a reasonable target like 70 percent, 
and calculate the value.

Every plant is different, because of 
culture, products, costs, and the like. 
ACME used the following data:

Operator-preventable events across 
the three sites:
l Shutdowns: 10 at $500K average
l Off-quality production: about 200K 

lbs. at $5/lb.
l Incidents: four at about $100K aver-

age
The target savings is about $4.5M, 

giving the alarm management program 
a very nice return of about 20 times the 
external cost. How can a plant not af-
ford to implement an alarm manage-
ment program?

How do I start an alarm manage-
ment program?
There are three typical ways to start an 
alarm management program:
1. development of an alarm management 

philosophy,
2. alarm system monitoring, or
3. alarm system benchmark.

The real starting point is training. 
Then a plan can be developed that 
best fits the situation. Typically, new 
facilities start with option 1, with a goal 
to develop an alarm philosophy and 
complete rationalization and training 
before startup. Many existing facilities 
start with option 2 or 3, which both 
include a quantification of the current 
alarm system performance. With op-
tion 2, the alarm system monitoring 
will show the improvement of fixing the 
most offensive alarms that do not re-
quire rationalization. This is sometimes 
called bad actor resolution.

BUT before you start an alarm man-
agement program, you need to become 
familiar with the road map to alarm 
management due to its potential regu-
latory requirements. Purchase ISA-18.2 
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or IEC 62682. Become familiar with the 
alarm management life cycle and the 
requirements for each stage. ISA-18 has 
developed a number of technical re-
ports (TRs) that go into detail describ-
ing how to implement varies stages 
of the alarm management life cycle. 
Purchasing these reports or attending 
an alarm management training course 
(by a reputable organization that has 
been involved with the ISA-18.2 or IEC 
62682 standards development since 
their inception) would be benefi cial. 
There are many organizations that can 
be described as late to the party who 
have become informational members 
to simply market that they are members 
of the standards to sell their services.

Then transition to the three entry 
points mentioned above. If you need 
to develop a business case to justify the 
project, perform an audit of your alarm 
system to determine the defi ciencies 
and what areas need to be improved. 
You could also implement a bench-
marking and assessment of your facil-
ity to determine if your alarm rates are 
acceptable (fi gure 3 has some of the key 
metrics from ISA-18.2). This will allow 
you to identify bad actors, which you 
can mitigate to develop data to help sup-
port senior leadership sponsorship for 
an alarm system improvement project. 
In addition, you can gather information, 
such as operator survey results, and a 
benchmarking and assessment report 
that compares your plant alarm system 
key performance indicators (KPIs) with 
ISA-18.2 and IEC 62682 requirements. 

When is the alarm management 
program complete?
As mentioned above, alarm manage-
ment is a life-cycle approach managing 
a work process. Asking when the alarm 
management program is complete is 
akin to asking if my safety program is 
complete. Once you have achieved the 
benefi ts of a well-managed alarm sys-
tem, you will wonder how you ever ran 
the plant without it, as it is a paradigm 
shift within the culture for an operat-
ing plant. This fundamental shift in an 
organization’s culture will not be easy 
and is rarely embraced by everyone, 
but this shift is required to adhere to 
the alarm management work processes 
within the standards. Everyone needs 
to understand that the benefi ts are real, 
quantifi able, and achievable, as there 
are many who have embraced this 
change in philosophy.

The benefi t is improved plant per-
formance through improved opera-
tional discipline, which means doing 
the right thing at the right time, ev-
ery time. An alarm system that is well 

managed will notify the operator at the 
right time, and only the right time, for 
a specifi c action. A well-trained opera-
tor, or an operator assisted with some 
guidance from a well-designed alarm 
system, will know the right action to 
take in response to the alarm. An opera-
tor, not overloaded with alarms, will 
take the right action at the right time 
to correct the process condition. These 
imperatives are clearly and concisely 
stated by Campbell Brown in his fa-
mous “Horses for Courses – A Vision 
for Alarm Management” paper: “the 
fundamental goal is that Alarm Sys-
tems will be designed, procured and 
managed so as to deliver the right in-
formation, in the right way and at the 
right time for action by the Control 
Room Operator (where possible) to 
avoid, and if not, to minimise, plant 
upset, asset or environmental damage, 
and to improve safety.”

M. L. Bransby and J. Jenkinson con-
clude in their HSE report “The Man-
agement of Alarm Systems” that “poor 
performance costs money in lost pro-
duction and plant damage and weak-
ens a very important line of defense 
against hazards to people.” Therefore, 
improved operational discipline results 
in fewer incidents, increased plant reli-
ability, reduced quality problems, and 
reduced environmental excursions 
and equipment damage. Therefore, like 
safety, your path to alarm management 
enlightenment is a continuous process.

Is alarm management really just a 
software application?
NO, alarm management is not just a 
software application. The software ap-
plication is the tool utilized to moni-
tor the alarm system. Monitoring an 
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FIGURE CAPTION START
Figure 2. Before and after alarm management.
FIGURE CAPTION END

How do I start an alarm management program?
There are three typical ways to start an alarm management program:
1. development of an alarm management philosophy,
2. alarm system monitoring, or
3. alarm system benchmark.

The real starting point is training. Then a plan can be developed that best fits the situation. 
Typically, new facilities start with option 1, with a goal to develop an alarm philosophy and 
complete rationalization and training before startup. Many existing facilities start with option 2 
or 3, which both include a quantification of the current alarm system performance. With option 
2, the alarm system monitoring will show the improvement of fixing the most offensive alarms 
that do not require rationalization. This is sometimes called bad actor resolution.

BUT before you start an alarm management program, you need to become familiar with the road 
map to alarm management due to its potential regulatory requirements. Purchase ISA-18.2 or 
IEC 62682. Become familiar with the alarm management life cycle and the requirements for 
each stage. ISA-18 has developed a number of technical reports (TRs) that go into detail 
describing how to implement varies stages of the alarm management life cycle. Purchasing these 
reports or attending an alarm management training course (by a reputable organization that has 
been involved with the ISA-18.2 or IEC 62682 standards development since their inception) 
would be beneficial. There are many organizations that can be described as late to the party who 
have become informational members to simply market that they are members of the standards to 
sell their services.

 Figure 2. Before and after alarm management.

Figure 3. Key metrics from ISA-18.2.                                      * Action plans required to address

Alarms per day

Target – max 
manageable

Metric Target – 
acceptable

Alarms per 10 min period per operating position ~1 (avg) ~2 (avg)

Max # of alarms in a 10 min period                              ≤10 (10 = “alarm fl ood”)

Percentage of 10 min periods containing > 10 alarms ~<1%

Percentage contribution of 10 most frequent alarms ~<1% to 5%*

Number of chattering/fl eeting alarms 0*

Number of stale alarms < 5 on any day*
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alarm system is essential to ensure 
that the system is functioning within 
the defined metrics dictated by your 
philosophy. If the alarm system is not 
monitored, it is highly likely that it is 
outside of these metrics and thus not 
useful in allowing the operator to re-
spond to the abnormal situation in a 
timely manner.

Is alarm management really just 
rationalization?
NO, alarm management is not really 
just about rationalization. Rational-
ization involves reviewing and justi-
fying potential alarms to ensure that 
they meet the criteria for being an 
alarm as defined in the philosophy. It 
also involves defining the attributes 
of each alarm (such as limit, prior-
ity, classification, and type) as well 
as documenting the consequence, 
response time, and operator action. 
Although safety alarms generally tend 
to be some of the most critical in a 
plant, they still must go through the 
rationalization process. The product 
of rationalization is a list of configu-
ration requirements recorded in the 
master alarm database (MAD). Alarm 
classification and prioritization are ex-
tremely important parts of rationaliza-
tion. They are not mutually exclusive 
or redundant. Classification is a tool 
for managing requirements. Prioriti-
zation is exclusively for the benefit of 
the operator.

Alarm management is a process that 
involves managing alarms through the 
alarm management life cycle. ISA-18.2 
and IEC 62682 are standards that pro-
vide a framework for the successful 
design, implementation, operation, 
and management of alarm systems in 
a process plant. They use a life-cycle 
approach consisting of distinct stages, 
which are similar in many respects 
to the life-cycle methodology of the 
ANSI/ISA-84 Functional Safety Stan-
dard. Although the use of life cycle 
is common to both standards, alarm 
management is a continuous activity, 
due to the scale and the processing 
of all alarms by the operator, requir-
ing ongoing performance evaluation 
and adjustment. Alarm system per-

formance evaluation or monitoring is 
one of the essential elements of alarm 
management.

Monitoring alarm system perfor-
mance can be used to maintain the in-
tegrity of the safety system. In addition, 
the reliability of an alarm cannot be 
determined without an understanding 
of the overall performance of the alarm 
system. Reports can be generated that 
document the triggered alarms, indi-
cating that a demand has been placed 
on a safety instrumented function 
(SIF). The frequency of layer of protec-
tion analysis (LOPA) alarms (alarms 
that are listed in a layer of protection 
analysis) can be used to evaluate and 
validate the assumptions of initiating 
event frequency. Overall performance 
has a direct impact on the operator’s 
ability to successfully respond to indi-
vidual alarms. An unmonitored alarm 
system is essentially a poorly perform-
ing alarm system that correlates to a 
broken alarm system.

What further information is  
available on alarm management?
There are dozens of well-written papers 
by individuals who have been active 
in ISA-18.2 since the 2003–2005 time 
frame. These individuals have been 
involved since the beginning of the 
journey to develop the first standard on 
alarm management. In addition, there 
are several books and courses avail-
able to provide further guidance on the 
topic.

The ISA-18.2 TRs are also a valuable 
resource, as they provide the guidance 
on how to implement alarm manage-
ment. Remember, a standard commu-
nicates what you shall or should do, 
where a TR communicates how to do it.

The authors of this article have in-
cluded a short list of published papers 
that provide guidance on alarm man-
agement. If you have difficulty finding 
additional viable resources, the authors 
have lists of resources we can share.

Can I get help to implement my 
alarm management program?
Yes, you can get help implementing 
an alarm management program, but 
as they say, be careful of what you ask, 

because there may be unintended con-
sequences. Every company that has 
anything to do with control systems 
or automation services today markets 
themselves as “alarm management 
subject-matter experts.” Most of these 
organizations have published white 
papers on the subject, and often this 
material is poor guidance at best if not 
completely wrong. 

As with any contractor, it is impor-
tant that you vet the company and 
individuals who are going to pro-
vide alarm management services. At 
a company where he worked, one of 
the authors of this article has seen 
reportable incidents due to poor 
alarm management rationalization. 
Essentially, the company, which is 
well known in the alarm management 
business, rationalized critical alarms 
out of existence.

There are numerous resources avail-
able, but you must review each to en-
sure that it will bring value to you and 
your organization. n
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RESOURCES

ANSI/ISA-18.2-2016, Management of Alarm Systems for 
the Process Industries
www.isa.org/store/ansi/isa-182-2016,-management-of-alarm-systems-
for-the-process-industries/46962374

IEC 62682-2014, Management of Alarm Systems for the 
Process Industries
https://webstore.iec.ch/publication/7363

“Horses for Courses – A Vision for Alarm Management”
IBC Alarm Systems Seminar, London, June 2002

The Management of Alarm Systems
www.hse.gov.uk/research/crr_pdf/1998/crr98166.pdf

“Alarm Management and ISA-18 – A Journey, Not a Destination” 
Texas A&M Instrumentation Symposium (2010).
www.researchgate.net/publication/266096777_alarm_management_
and_isa-18_-_a_journey_not_a_destination

“Get a life(cycle)! Connecting Alarm Management and 
Safety Instrumented Systems”
2010 ISA Safety & Security Symposium, April 29, 2010 New Orleans
https://pdfs.semanticscholar.org/9bce/de00afaeb32fb0a77e45269bbce-
acc0d6c21.pdf

“Alarm systems standards important”
www.isa.org/standards-and-publications/isa-publications/intech-
magazine/2005/december/safety-alarm-systems-standards-important

“ISA-SP18-Alarm Systems Management and Design Guide”
www.isa.org/link/SP18

“From Chaos to Performance: Alarm Management Using 
ISA 18.02” 
www.isa.org/store/products/product-detail/?productId=121694

“A postcard from the promised land of alarm management”
www.isa.org/standards-and-publications/isa-publications/intech-
magazine/2010/december/automation-it-a-postcard-from-the-
promised-land-of-alarm-management

“When Good Alarms Go Bad”
Texas A&M 70th Instrumentation Symposium for the Process 
Industries, Jan. 2015.

“Diagnosing your alarm system”
www.isa.org/intech/20150805

“Good Alarms Go Bad – The Why!”
2017 Process Control & Safety Symposium & Exhibition, Houston
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The classic tool kit for an industrial auto-
mation maintenance technician typi-
cally included assorted hand tools and 

a multimeter. And for many years now, the tool 
kit has likely included a laptop computer for the 
technician to interface with programmable logic 
controllers (PLCs), human-machine interfaces 
(HMIs), and other intelligent industrial devices and 
instruments. Another key element is likely a phone 

or radio, so operations personnel can contact the 
technician if trouble is observed. The discovery and 
notification of trouble is where remote monitoring 
can be used to improve upon existing practices, 
and why it should be an integral part of every tech-
nician’s tool kit.

An early step for any maintenance activity is de-
tecting the need. Some maintenance is performed 
on a calendar-based schedule, but many activities 
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Add remote monitoring  
to increase maintenance  
personnel productivity

By Bill Dehner

Maintenance technicians can  
respond faster, and even prevent 
problems, therefore saving money
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are only initiated when something breaks. A range 
of remote monitoring technologies are helping 
technicians respond more quickly to failures, and 
to troubleshoot some problems from afar, or if this 
does not suffice, to arrive at the site with the right 
parts and tools. Remote monitoring can also guide 
more efficient proactive maintenance programs 
to address small issues before they escalate into 
major problems. These aspects take on even great-
er importance when maintenance staff must sup-
port many geographically remote sites (figure 1).

New equipment, systems, and entire manufac-
turing sites can be designed with built-in remote 
monitoring capabilities. However, there are also 
many options to add remote monitoring to exist-
ing operations populated with older and often 
standalone equipment. Making industrial systems 
smarter and available over the Internet in this way 
is often termed as an Industrial Internet of Things 

(IIoT) initiative, or digitalization.
This article looks at some technologies for 

helping end users add modern IIoT and remote 
monitoring options incrementally to any type 
of existing system. By adding a mobile device, 
such as a smartphone or tablet into their main-
tenance tool kit, technicians can provide faster 
and better service while cutting costs (figure 2).

But before we get into the use of modern tech-
nologies, let’s look at the evolution of remote 
monitoring.

Connectivity over the years
Industrial automation digital technologies 
have certainly evolved through the decades, 
although to many observers the progress has 
often appeared to be plodding along, well be-
hind the footprints left by consumer electron-
ics. Reasons for this lag include the need for 

FAST FORWARD
l Remote connectivity methods have steadily improved over the  

years and can now be readily added to existing or new systems.

l Maintenance technicians can use remote connectivity to improve  
their reaction time because they are proactively informed of  
impending problems.

l Remote connectivity and monitoring for maintenance purposes  
can be overlaid on existing systems without disrupting underlying  
operational functionality.

OPERATIONS AND MANAGEMENT

Figure 1. Remote monitoring is a key technology for helping maintenance 
personnel support multiple remote sites with many types of equipment.
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industrial products to provide extreme 
operating reliability, be maintainable for 
years, and be robust enough to survive 
harsh environments.

Basic operational dependability was 
the foremost concern, followed some-
what by ease of configuration, and even 
more distantly by remote connectivity. 
In fact, eventually remote connectivity 
became a point of concern from a secu-
rity standpoint, but these concerns were 
outweighed by its usefulness during ini-
tial installation and over the life of the 
automation system.

Here are some milestones of industrial 
digital connectivity, in roughly the order 
they became available:
l Originally, core PLC and HMI devices 

required direct local connection and 
specific software.

l Plant networks improved upon this 
situation by letting users connect from 
anywhere on a site.

l The first remote monitoring setups 
involved phone modems, direct to a 
target device and eventually to the 
plant network.

l Wi-Fi networks advanced to let users 
connect wirelessly.

l Internet connectivity made it pos-
sible to view HMIs and some PLCs 
from anywhere via web browsers.

l Now many devices have Internet/
cloud connectivity, so users can use 

mobile devices with device-specific 
apps for easier access.

l IIoT-type devices can add remote 
monitoring without affecting existing 
automation systems.
Perhaps counterintuitively, the techni-

cal difficulty of remote connectivity has 
become generally easier as the available 
options improved. Early efforts required 
special cables, vendor-specific protocols 
and software, and dealing with slow and 
intermittent connections. As networking 
became a common infrastructure-like 
utility, and standards have streamlined 
the protocol options, the situation has 
improved greatly.

The result is that instead of remote 
connectivity being an esoteric option 
reserved for designers and engineers at 
the beginning of a project, it has been 
democratized through ease of use, so 
operations and maintenance personnel 
can take advantage of it throughout the 
life cycle of an automation system.

Keeping an eye on the HMI
For many troubleshooting issues, it is 
eventually necessary for maintenance 
personnel to dive into the PLC code to 
see what it is or is not doing. Fortunately, 
at many sites, the first line of defense in 
these situations is supported by an HMI, 
which can provide helpful information. 
Local operators can view equipment 
status and alarms to identify what may 
be causing a problem.

At the first sign of trouble, operations 
personnel typically contact the mainte-
nance department. Time is saved when 
maintenance personnel have their own 
HMI station, or the ability to remotely 
connect to the operator’s HMI, in either 
case so they can use the HMI’s visualiza-
tion to guide their maintenance efforts. 
Many HMIs support browser-based re-
mote connectivity, making it possible to 
remotely view displays on any network-
connected computer or mobile device 
(figure 3).

With the foreknowledge that mainte-
nance personnel will be taking an active 
role in monitoring equipment and sys-
tems via HMIs, it becomes more impor-
tant than ever to develop detailed diag-
nostic PLC code and HMI graphics for 
use by maintenance personnel.

Beyond troubleshooting, the integra-
tion of run-time hour timers and equip-
ment cycle timers are the first steps 
toward preventative and predictive main-
tenance. Just like a modern car alerts the 
owner to an upcoming necessary oil 
change, based on mileage and driving 
conditions, any contemporary automat-
ed system or machine can and should 
track similar indicators. Remote con-
nectivity makes this information readily 
available to the maintenance personnel 
who need it.

The inverse of availability in this case 
is security. Even within the local area 
network (LAN) at an operations site, it is 
important to allow only authorized per-
sonnel to access HMIs and PLCs. When 
industrial automation systems are con-
nected through a corporate wide area 
network (WAN) and to the Internet, secu-
rity becomes even more of a concern.

This awareness about security has 
led to the incorporation of IT-type tech-
nologies, such as virtual private networks 
(VPNs), for industrial automation net-
working. Users can connect with LANs/
WANs from anywhere securely over 
VPNs, but the downside is that VPNs can 
be difficult to administer.

For this reason, some industrial auto-
mation suppliers have developed mis-
sion-specific VPN implementations to 
help end users easily benefit from VPN 
connectivity while requiring minimal 
configuration effort and no IT involve-
ment. This type of innovation provides 

Figure 2.  
Maintenance 
personnel today are  
likely to include a laptop computer and 
smartphone as part of their tool kit.

Figure 3. 
Industrial HMIs, like this AutomationDirect 
C-more, have native remote monitoring 
capability, for maintenance access via a 
laptop or mobile device.
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a best-of-both-worlds solution for op-
erational technology (OT) end users, who 
can best benefit from remote connectivi-
ty but may not be staffed to implement it.

The cloud changes connectivity
Before browser-based and Internet/
cloud methods, remote connectivity 
required the design and support of spe-
cific hardware, software, and configura-
tions. Remote connectivity innovation 
was not destined to end with the ubiqui-
tous web browser, however. Interacting 
with web-type HMI displays over a VPN 
connection is workable, but sometimes 
can be a little inelegant. Fortunately, the 
rise of consumer-based smartphones and 
associated apps provided a new option.

The latest remote connectivity options 
use cloud capabilities and apps to homog-
enize and simplify access, so users can fo-
cus their efforts on the real issues at hand: 
identifying problems, often proactively, 
and fixing them.

Automation vendors now offer cloud 
services that simplify access by estab-
lishing secure VPN connectivity to any 
number of remote sites and systems, and 
serving up HMI displays and PLC data on 
end user computers and mobile devices 
(figure 4).

 For a nominal monthly charge, users 
can deploy this functionality company-
wide. The capability is scalable, so end 
users can grow it at their own pace. This 
lets them start small with a few machines 
as a trial, and then deploy the service to a 
fleet of equipment.

Mobile apps are created to be aware 
of the particular needs of HMI and PLC 
users. Therefore, these apps streamline 
the visualization process, and offer spe-
cific features for maintenance users, 
such as the ability to monitor tags di-
rectly within a PLC.

Beyond connectivity and visualization, 
these industrial cloud services have other 
advanced functions like data logging and 
alarm/event notification. These features 
are common to large supervisory control 
and data acquisition (SCADA) imple-
mentations. However, many end users 
operate dozens of standalone or lightly 
integrated equipment and do not have 
an overall SCADA system. Cloud services 
and remote connectivity make it easy 

for end users to take advantage of such 
functions without having to create ex-
tensive systems.

Remote connectivity is not an all-or-
nothing proposition. For new projects, 
users can certainly select HMI and PLC 
platforms with these features. More 
likely, many users have lots of operat-
ing equipment 
and systems al-
ready installed, 
and it does not 
make sense to 
completely ret-
rofit each with 
new automation. 
Instead, they can 
gain remote con-
nectivity ben-
efits by adding 
a modern PLC 
or HMI to exist-
ing systems, and 
then using these 
components to 
concentrate im-
portant informa-
tion and make it 
available via the 
cloud. It this way, 
m a i n t e n a n c e 
personnel can 
add the IIoT fea-
tures they need 
to help them per-
form their work 
proactively with-
out disrupting ex-
isting operations.

IIoT as a parallel path
As noted previously, the earliest remote 
monitoring systems usually required a 
heavy emphasis on adjusting the un-
derlying PLC and HMI systems to pro-
vide the necessary data. Newer cloud 
solutions have more alternatives for 
improving automation systems by 

PRO SolCom
Process Communications Solutions

ProComSol, Ltd is a leader in the design and manufacture of 
advanced, cost-effective, and reliable HART communication 

products for the Process Control marketplace.
216.221.1550       sales@procomsol.com

procomsol.com

Convert your mobile device into a 
full featured HART communicator.

Figure 4. Cloud-based  
services, apps, and hardware  
(such as AutomationDirect  
StrideLinx) help users  
establish secure VPN  
connections and enable  
mobile app monitoring of  
their automation systems.



26       INTECH MARCH/APRIL 2020       WWW.ISA.ORG

OPERATIONS AND MANAGEMENT

adding IIoT capabilities.
However, many users are reluctant 

to meddle with existing automation 
systems that are working just fi ne. Or, 
they may want to monitor equipment 
that has hardwired controls or other 
limitations. For these cases, a new class 
of lightweight, cloud-ready devices let 
users overlay remote monitoring func-
tionality without disrupting existing 
systems (fi gure 5).

For applications only needing to 
monitor or perhaps remotely com-
mand a few discrete points, a wireless 
portal is an inexpensive and easy-to-
install option. These portals may also 
support Modbus RTU communica-
tions, which is a classic but still viable 
industrial communications protocol 
supported by many types of equip-
ment. Users can easily install one 
or dozens of these gateways at local 
equipment, and they use Wi-Fi net-
works that are existing or can be added 
quickly and inexpensively.

These portals have free cloud sub-
scriptions with options for higher-data 
plans. Typical cloud features include:
� user-confi gurable real-time dash-

boards (similar to HMI displays)
� cloud storage for data logging
� ability to download data as a CSV fi le
� email and/or push notifi cations on 

alarms
� scheduled remote access
� mobile device monitoring

Other edge devices like MQTT gate-
ways can integrate with typical Mod-
bus fi eld devices and report informa-
tion up to a cloud-based broker using 
the MQTT protocol. This approach 

involves a little more user confi gura-
tion than a dedicated cloud-based por-
tal system, but it has even more fl exibil-
ity for users to deploy IIoT capabilities 
to existing equipment.

When a maintenance group knows 
certain automation data could provide 
proactive notifi cations, installing a par-
allel system of cloud-connected edge 
devices can be a cost-effective way to 
add these IIoT features without inter-
fering with existing functionality.

Reactive and proactive results
Maintenance operations want to use 
remote connectivity and monitoring 
to respond to problems faster, or avoid 
them before they happen, and there-
fore save money. Downtime can be 
costly to any manufacturer, but when 
dealing with a high-dollar product, like 
oil production, the costs of a shutdown 
can be astronomical. Some offshore 
wells can produce upwards of 34,000 
barrels of oil a day, and with oil prices 
around $50 a barrel, just one hour of a 
shutdown can cost more than $70,000 
in lost production.

The oil and gas industry is well aware 
of the costs a malfunction can have 
and has taken many steps to prevent 
these occurrences. Remotely monitor-
ing critical assets is an important part 
of that prevention. Communication to 
these offshore platforms is well estab-
lished, and many companies continu-
ously monitor oil production compo-
nents remotely.

For example, to avoid any unexpect-
ed valve failures, whenever a command 
to close or open is given, the automa-
tion system records the time it takes for 
the valve to complete its action. This 
information may be determined in the 
controller, but if it is not communicat-
ed to a higher level then it is impossible 
for action to be taken proactively.

By implementing remote connec-
tivity and monitoring for crucial ac-
tivities, it becomes possible to compile 
this data and analyze it to determine 
which valves are sticking or are on the 
way to failure. This data gives opera-
tors and technicians, both on site and 
off, a heads-up and allows a quick and 
proper response to correct the condi-

tion with scheduled maintenance.
Maintenance teams should start 

by addressing the most troublesome 
or expensive problems. As their com-
fort level with remote monitoring im-
proves, it is easy to expand the types of 
monitoring to encompass other parts 
of operations.

Expand the tool kit
Today’s maintenance technicians are 
ready to expand their tool kits by add-
ing a mobile device for remotely moni-
toring equipment and systems. Remote 
monitoring gives these personnel the 
ability to respond to problems faster, 
and even proactively prevent them.

For users with existing systems and 
standalone equipment, there has not 
always been an easy answer for im-
proving remote connectivity. It has 
been especially daunting to plan an 
overall platform able to connect to 
many different remote systems consis-
tently. The latest cloud-based options 
make building-in or adding-on remote 
connectivity a straightforward activity, 
helping maintenance personnel focus 
their efforts on keeping their manufac-
turing and production plants running. �
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Figure 5. To add IIoT capabilities without 
interfering with existing operations, users 
can install AutomationDirect Pocket Portals 
and access the information through an 
associated cloud service.
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ISA/IEC 61511 is more than statistical calculations

Bayesian  
analysis improves 
functional safety

By Paul Gruhn, PE, CFSE

Functional safety engineers follow the ISA/
IEC 61511 standard and perform calcula-
tions based on random hardware failures. 

These result in very low failure probabilities, 
which are then combined with similarly low fail-
ure probabilities for other safety layers, to show 
that the overall probability of an accident is ex-
tremely low (e.g., 1E-5/yr). Unfortunately, such 
numbers are based on frequentist assumptions 
and cannot be proven. 

However, looking at actual accidents caused 
by control and safety system failures shows 
that accidents are not caused by random hard-

ware failures. Accidents are typically the result 
of steady and slow normalization of deviation 
(a.k.a. drift). Although it is up to management 
to control these factors, Bayes’ theorem can be 
used to update our prior belief (the initial cal-
culated failure probability) based on observing 
other evidence—such as the effectiveness of the 
facility’s process safety management process. 
The results can be dramatic.

Statistics
Some statistics are easy. For example, what is the 
probability of a fair six-sided die rolling a three? 
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That should not challenge anyone. The answer 
is based on frequentist principles and can be 
proven by testing or sampling.

Some seemingly simple statistical examples 
are not as simple as they first appear. For ex-
ample, imagine there is a one-in-a-thousand 
chance of having a specific heart disease. There 
is a test to detect this disease. The test is 100 per-
cent accurate for people who have the disease, 
and 95 percent accurate for those who do not. 
This means that 5 percent of people who do not 
have the disease will be incorrectly diagnosed 
as having it. If a randomly selected person tests 
positive, what is the probability that the person 
actually has the disease? (Stop and answer the 
question before proceeding. I’ll talk more about 
it later.)

Some statistical cases are not simple at all. For 
example, what is the probability of your plant 
having a catastrophic process safety accident 
within the next year? You and others might have 
designed and calculated the risk to be as safe as 
driving a car (i.e., 1/10,000 per year), but how 
can you prove it? Frequentist-based statistics 
cannot be used to confirm or justify very rare 
events. Do you believe your plant is safer (or less 
safe) than any another facility you may have 
visited? Might there be variables, conditions, or 
precursors that you could observe that might 
affect your belief? And if so, might you be able to 
evaluate and quantify their impact on risk?

The answer is “yes.” And the answer for the 
heart disease example above is 2 percent. (See 
the box at the end of this article for the solution 
if you did not get the correct result.)

Bayes basics: Updating prior beliefs
Past performance is not an indicator of future 
performance, especially for rare events. Past per-
formance would not have indicated (at least not 
to those involved at the time) what would hap-
pen at Bhopal, Texas City, or any other accident 
site you can think of. How many managers have 
you heard say, “We’ve been running this way for 
15 years without an accident; we are safe!”

What if you were to calculate the probability 
of dying in a vehicle accident? In the U.S. there 
are about 35,000 traffic deaths every year. Con-
sidering our population, that works out to a 
probability of about 1/10,000 per year. You are 
obviously not going to live to be 10,000 years 
old, so the probability of your dying in a car 
crash is relatively low. Yet, might there be factors 
that influence this number, ones that you might 
be able to observe and control?

Consider the following: A salesman you 

know—but have nev-
er met—picks you 
up at your office and 
drives you both out 
for lunch. What prob-
ability would you as-
sign to being in a fatal 
accident? On the way 
to the restaurant you 
notice him texting 
while driving, speeding, and being a bit reck-
less. You are a bit distressed, but you know you 
do not have far to go, and you keep your mouth 
shut. At your one-hour lunch you see him con-
sume three alcoholic beverages. 

Assuming you would even be willing to get 
back in the car at that point (there is always 
Uber), what probability would you assign to 
being in a fatal accident now? (Records have 
shown that alcohol is involved in 40 percent of 
traffic fatalities, speeding 30 percent, and reck-
less driving 33 percent. You are 23 times more 
likely to crash while texting. Seatbelts reduce the 
risk of death by 45 percent.) This is an example 
of updating a prior belief based on new (even 
subjective) information. That is Bayes’ theorem.

So one can observe conditions and make even 
subjective updates to previous predictions. People 
do this all the time. Even insurance companies 
do this when setting premiums (as premiums are 
not simply based on past performance).

A real example: Bhopal
Bhopal was the worst industrial disaster of all 
time. The facility was designed and build in 
the 1970s, and the accident took place in 1984. 
Although this was a decade before layer of pro-
tection analysis (LOPA) was introduced, this 
technique is useful for evaluating the original 
design and comparing it to the operation on the 
day of the event. This is not an attempt to ex-
plain why the event happened, nor should this 
be considered an example of 20/20 hindsight. 
This is simply an attempt to show how Bayes’ 
theorem might be used in the process industry.

The facility in Bhopal was patterned after a 
successful and safe plant in the U.S. There were 
multiple independent protection layers to pre-
vent the escalation of an event caused by the 
possible introduction of water into a storage 
tank. These are listed in table 1, along with sam-
ple probabilities for their failure.

Considering an initiating event frequency 
of perhaps 0.1/yr (a common number used in 
LOPA for many initiating events), the risk asso-
ciated with this event would appear to be much 

FAST FORWARD
l Functional safety engineers who follow  

ISA/IEC 61511 perform calculations based  
on random hardware failures.

l Accidents are typically the result of steady 
and slow normalization of deviation, or 
drift.

l Using Bayes’ theorem, prior belief can be 
updated even with subjective information.

FUNCTIONAL SAFETY
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lower than the risk of driving a car. Yet 
how could this be proven? 

In reality, none of the layers were 
effective at Bhopal, and the accident 
happened within the fi rst fi ve years 
of operation (i.e., within the assumed 
time period of practically any single 
initiating event). All the layers at Bho-
pal did not magically fail at the same 
time. Trevor Kletz was well known for 
saying, “All accidents are due to bad 
management.” Ineffective manage-
ment allowed all the layers to degrade 
(and there were common causes be-
tween many of them) to the point 
where none of them were available the 
day the event happened. 

Such normalization of deviation, or 
drift, was not unique to Bhopal. This is 
a serious issue that affects many facili-
ties even today. How might we be able 
to model this?

Functional safety and math
Functional safety engineers focus on 
the ISA/IEC 61511 standard. Following 
the life cycle of the standard involves 
determining a performance require-
ment for each safety instrumented 
function (SIF) and evaluating that 
the intended hardware design meets 
the performance requirements (and 
changing the design if it does not). This 
entails performing calculations consid-

ering the device confi guration, failure 
rate, failure mode, diagnostic coverage, 
proof test interval, and much more. Yet 
the calculations only involve random 
hardware failures, and the numbers are 
often so low that they cannot be proven 
by frequentist statistics and sampling. 
The standard does discuss systematic 
failures (e.g., human errors of specifi -
cation, design, operation), but not in a 
quantitative manner.

What really causes accidents involv-
ing control and safety systems? Figure 
1 is well-known to all functional safety 
practitioners. (The results were pub-
lished by the United Kingdom Health 
and Safety Executive more than 20 
years ago, and it is unlikely that any of 
the values have changed since.) Few, if 
any, accidents have been due to a ran-
dom hardware failure, yet that is what 
everyone is focusing on in their cal-
culations. How might we include the 
management-related issues shown in 
fi gure 1 in our overall modeling? And 
if we were to do so, how much might it 
change our answer?

When deciding exactly what is a safe 
plant, some say, “One that has not had 
an accident.” As discussed earlier, such 
thinking is fl awed. Similarly, what is the 
defi nition of a safe driver? One who has 
not had an accident? If the salesman 
driver mentioned earlier tried to reas-
sure you by saying that he drives that 
way all the time and he has never had 
an accident, would you be reassured? 
It should be obvious to everyone that a 
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when the holes line up and a single event can proceed through each 
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Table 1. The possible performance of safety layers at Bhopal

Description Probability 
of failure

Stainless-steel construction .01

Nitrogen purge .1

Refrigeration system .1

High-temperature alarm .1

Empty reserve tank .1

Diluting agent .1

Vent gas scrubber and fl are .1

Rupture disk and relief valve .1

All safety layers failing at the same time 1E-9
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safe driver is one who follows the rules and laws, does not drive 
under the infl uence of alcohol or drugs, is not distracted by tex-
ting, wears a safety belt, keeps the car in good condition, etc.

Yet does doing so guarantee there will not be an accident? Ob-
viously not, but it does lower the probability. The same applies 
to a safe plant. And we can model this!

Swiss cheese model
James Reason came up with the swiss cheese model in the 
late 1990s (fi gure 2). It is a graphical representation of pro-
tection and mitigation layers. The effectiveness of each layer 
is represented by the size and number of holes in each layer. 
The holes are controlled by management; the more effective 
the management, the few and smaller the holes. Accidents 
happen when the holes line up, and a single event can pro-
ceed through each layer.

A similar concept can be represented graphically by 
comparing the 14 elements of the Occupational Safety and 
Health Administration (OSHA) process safety management 
(PSM) regulation to a Jenga tower (fi gure 3). Think of the 14 
main elements as layers, and the subelements as individual 
pieces within each layer. An effective implementation of all 
the clauses in the regulation is similar to a complete Jenga 
tower, or a swiss cheese model with very few holes—and 
small ones at that.

But how many people working in process plants truly be-
lieve their facility has all the pieces in place, and that they are 
all 100 percent effective? Perhaps your facility is more like the 
tower and swiss cheese model in fi gure 4.
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What is deceptive is that the tower in 
figure 4 is still standing. Everyone then 
naturally assumes they must be OK. 
(“We’ve been operating this way for 15 
years and have not had an accident yet; 
we must be safe.”) Yet anyone would 
realize the tower is not as strong or as 
resilient as the one in figure 3.

Langewiesche said, “Murphy’s law is 
wrong. Everything that can go wrong 
usually goes right, and then we draw 
the wrong conclusions.” Might we be 
able to evaluate the completeness of 
the tower, or the number of holes in the 
swiss cheese model, and determine the 
impact on safety? If you knew the vari-
ous layers were imperfect, might you be 
able to update your “prior belief” based 
on newly acquired information, even if 
that information were subjective?

Bayesian networks
Functional safety practitioners will be 
familiar with fault trees and event trees. 
What might be new to many are Bayes-
ian networks, a simple example of which 
is shown in figure 5. Just as with the other 
modeling techniques, there is math as-
sociated with how the network diagrams 
interact with each other. There are also 
commercial programs available to solve 
them automatically, as diagrams can 
get large and complex and the math too 
unwieldy to solve by hand. One interest-
ing aspect of Bayesian networks is that 
the math and probability tables may be 
based on subjective ranking (e.g., low, 
medium, high).

The case of interest here is to model 
the impact of the PSM program on the 
performance of a safety instrumented 
function (SIF). Imagine a SIF with a target 
of safety integrity level (SIL) 3. Imagine a 
fully fault-tolerant system (sensors, logic 
solver, and final elements) with a calcu-
lated probability of failure on demand 
of 0.0002. The reciprocal of this number 
is the risk reduction factor (RRF = 5,000), 
which is in the SIL 3 range, as shown in 
table 2.

As noted earlier, the calculations are 
based on frequentist statistics and can-

not be proven. But as cited in the exam-
ples above, our “prior estimate” could be 
updated with new information, even if 
it were subjective. This example can be 
represented in the simple Bayesian net-
work shown in figure 6.

It is easiest to understand the solution 
of a Bayesian network if it can be shown 
graphically. This simple example can be 
solved with an event tree. All that is left 
for us to decide is what numerical val-
ues to assign to the ranking scales for the 
possible effectiveness of the overall PSM 
program. Admittedly there are many fac-
tors that could be evaluated here (e.g., 

competency, staffing levels, complete-
ness of procedures, effectiveness of man-
agement of change, effectiveness of test-
ing). The example here will simply group 
all these factors together. Two example 
ranges are shown in table 3. Before pro-
ceeding, do you think these values are 
reasonable?

The event tree using one value of PSM 
effectiveness (99 percent) is shown in fig-
ure 7, while table 4 lists the results for all 
the possible values.

The initial idealistic calculation (our 
prior belief) showed the risk reduction 
factor to be 5,000. Including another 
factor to update our belief results in a 
dramatic change to the number. Simply 
achieving SIL 2 may end up being very 
difficult in the real world. Admittedly, as-
signing numbers to the qualitative rank-
ings of the PSM program will be a point of 
contention. Before showing these results 
to your subject-matter expert (SME) team 
members, ask them one simple question: 
What do they think is the overall effective-
ness of the PSM program at their facility? 
Then show them the results.

In conclusion, being a safe driver is 
accomplished by following all the rules 
that are known to help avoid accidents. 
Similarly, operating a safe plant is accom-
plished by following all the rules and reg-
ulations effectively. Yet it is easy for func-
tional safety engineers to focus instead 
on math and hardware calculations. The 
frequentist-based statistical calculations 
result in extremely small numbers that 
cannot be proven.

However, the prior belief probability can 
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Table 2. SIL and risk reduction factor

SIL target RRF range

4 10,000 – 100,000

3 1,000 – 10,000

2 100 – 1,000

1 10 – 100
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be updated with even subjective informa-
tion. Doing so can change the answer by 
orders of magnitude. The key takeaway is 
that the focus of functional safety should 
be on effectively following all the steps in 
the ISA/IEC 61511 safety life cycle and the 
requirements of the OSHA PSM regulation, 
not the math (or certification of devices). 
Both documents were essentially written 
in blood through lessons learned the hard 
way by many organizations. n
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Understanding statistics: The heart disease problem

The problem: Imagine there is a one in a thousand chance of having a specific heart 
disease and that there is a test to detect this disease. The test is 100 percent accurate 
for people who have the disease, and 95 percent accurate for those who do not. 
This means that 5 percent of people who do not have the disease will be incorrectly 
diagnosed as having it. If a randomly selected person tests positive, what is the prob-
ability that the person actually has the disease? 

The solution: Just under 2 percent.
The reasoning: Only one person out of 1,000 has the disease, but if 5 percent of 

the people test as false positives, that would be 50 people out of 1,000 who are 
diagnosed, but do not actually have the disease. So, the probability of having the 
disease based on test results is one out of 51 people (the 50 false positives, plus the 
one who actually has the disease), which is just under 2 percent.

Every medical test results in false positives, so do not be misled by your medical 
practitioner who may not have a full understanding of the statistics. n

Figure 7. An event tree using one value of PSM effectiveness (99 percent)

Table 4. SIF performance based on PSM effectiveness
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Ranked Scale Optimistic Value Pessimistic Value 
Very high 99.99% 99% 
High 99.9% 90% 
Medium 99% 80% 
Low 90% 60% 
Very low < 90% < 60% 

Table 3: Possible ranking for the effectiveness of a PSM program 
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Table 3. Possible ranking for the effectiveness of a PSM program

Ranked scale Optimistic value Pessimistic value

Very high 99.99% 99%
High 99.9% 90%

Medium 99% 80%
Low 90% 60%

Very low < 90% < 60%

Ranked scale Optimistic value SIF RRF Pessimistic value SIF RRF

Very high 99.99% 3,300 99% 98
High 99.9% 833 90% 10

Medium 99% 98 80% 5
Low 90% 10 60% 3

Very low < 90% <10 < 60% <3
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Given the ease of installation and updates, 
single version of the truth, multisite scal-
ability, and other benefi ts of cloud com-

puting and software as a service (SaaS) applica-
tions, industrial operations are fi nally embracing 
industrial transformation (what we call “IX”) in a 
big way. Discussions have changed from “Will we 
do cloud computing or make use of Industrial 
Internet of Things technology?” to “How will we 
implement cloud computing and IIoT?” 

On-premises installations of cloud-computing 
servers give industrial operations directors more 
control, but also a lot of do-it-yourself responsibil-
ity. Off-prem cloud service providers have sprung 
up to help, but while fi ve years ago there were still 
10 or more vendors that had a credible chance of 
becoming the cloud leader for industrial opera-
tions, the race has come down to two front-run-
ners: Microsoft Azure and Amazon Web Services 
(AWS). Here is a look at how the environment for 
industrial operations has evolved and what the 
front-runners have to offer. 

Industrial transformation relies on the digita-
lization of processes and a variety of Industry 4.0 
technologies, including cloud computing. Last 
year we were already seeing clear signs that 2020 
will be the biggest year yet for IX. The Hannover 
Messe 2019 tradeshow in Germany revealed fi ve 
big IX trends that got us where we are today.
1. Industry embraces hyper-scale clouds. Both 

BMW (with Microsoft) and Volkswagen (VW) 
(with Amazon Web Services and Siemens 
MindSphere) announced enterprise commit-
ments to the cloud and IIoT for industrial 
operations at Hannover. The goals and ex-
pected benefi ts for each were driving a single 
version of the truth, fl exibility, and improved 
performance. In the case of VW, its cloud/IIoT 
commitment encompassed 122 manufactur-
ing sites and about 1,500 suppliers.

2. IIoT platforms consolidate. The world does 
not need 600 IIoT platforms—it does not even 
need 10—and last year we saw the market con-

solidate to a few focused on specifi c ecosys-
tems or industries. The companies that had 
momentum include Siemens MindSphere, 
PTC ThingWorx with Rockwell Automation, 
ABB Ability, and Schneider Electric EcoStrux-
ure. All have deep experience and credibility 
in operational technology (OT).

3. Edge computing momentum continues. 
Even now in the industrial sector, we are still a 
long way from the “cloud fi rst” mentality that 
the cloud hyper-scalers would all like us to 
adopt. For this, and many other reasons, the 
focus on edge computing has grown among 
many industrial companies. HP Enterprise 
(HPE) showcased new hardware and software 
in 2019 with the HPE Edgeline OT Link (see 
sidebar), which promised scalable industrial 
compute capabilities coupled with industrial 
edge data management and intelligence. Cis-
co, no longer being distracted with analytics 
or IoT platforms, had a much more focused 
message about edge data management, in-
dustrial networking, industrial edge comput-
ing, and industrial cybersecurity.

4. Companies shift to solutions and multiven-
dor environments. As cloud and IIoT platform 
consolidation continues, many industrial soft-
ware vendors are showcasing their ability to 
orchestrate end-to-end solutions and help cus-
tomers avoid platform vendor lock-in. SAP and 
IBM, for example, have long been the market-
share leaders for enterprise asset management, 
but they now compete in this full solution area 
that we refer to as APM 4.0. This includes con-
dition-based maintenance, reliability-centered 
maintenance, asset life-cycle management, and 
predictive analytics. Providers here include Up-
take, C3AI, GE Digital, and AspenTech, among 
many others.

 SAP has done an admirable job of bringing 
operationally focused solutions, with 3D vi-
sualizations and machine integrations, out of 
the back offi ce and down to the shop fl oor, 

FAST FORWARD
� Industrial companies need to know how 

to choose a cloud provider for industrial 
operations.

� AWS has had tremendous success partnering 
with SaaS providers in the industrial space.

� Microsoft did an admirable job of extending 
its many existing partners to Azure.

Understanding commercial 
cloud providers is crucial. 
Start with Microsoft Azure, 
Amazon AWS, and HPE



booth. The year 2018 also saw the 
announcement of the PTC-Rockwell 
partnership and investment, which 
was featured prominently in the PTC 
booth. And partnerships continued 
in 2019, with ABB and Dassault Sys-
tems announcing one as well. Final-
ly, the Schneider Electric and Aveva 
partnership was on full display, with 
a number of the Aveva product of-
ferings and solutions well integrated 
into the Schneider Electric booth.

A two-horse race: Azure v. AWS
The 10 or more vendors vying to become 
the cloud leader for industrial operations 
10 years ago have been winnowed down. 
Either executives chartered with the en-
deavor moved on (GE, Google) or the 
strategy has moved to partnerships and 
enabling multicloud environments (IBM, 
SAP). Some are still trying—but with little 
success inside the factory (Oracle). But 
both Microsoft Azure and Amazon AWS 
now have a degree of accumulated ad-
vantage that makes it very unlikely any 
other vendor can catch back up.

It was already apparent last year that 
Azure and AWS had become the two 
market leaders when it comes to infra-
structure as a service (IaaS) cloud and 
platform as a service (PaaS) IoT provid-
ers for the IIoT. Microsoft has a deep 
history in the industrial space and has 
done an admirable job of converting its 
multidecade long SQL and OS partner-
ships with OT vendors into being the pre-
ferred choice for recently launched IIoT 
platforms from these same companies. 
However, last year AWS was increasingly 
seen as a viable alternative, beyond its 
traditional success with independent 
software vendors offering a SaaS to in-
dustrial companies. Alibaba continues 
to be a significant player when deploying 
cloud on the ground in China.

As a core information technology (IT) 
provider, Microsoft has had a leadership 
position in industrial operations for de-
cades, starting with the operating system 
that automation vendors switched to in 
the 1990s. And then it was the database 
that was switched to for both home-
grown systems and many manufactur-
ing execution system (MES) vendors. Not 
to mention, at many industrial compa-
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extending across product engineer-
ing, manufacturing, and the supply 
chain. The combination of financial, 
business process, and operations is 
powerful. Although IBM continues 
to lead with IBM Cloud and IBM IoT 
in other industries and use cases, it 
is clear IBM is moving toward a solu-
tions-based approach for industrial 
applications. In 2019, hardly a prod-
uct was mentioned in the IBM booth, 
with the highlight being solutions fo-
cused on delivering value to custom-
ers quickly by improving the perfor-
mance of manufacturing and assets. 
Behind the scenes, these solutions 
are delivered by taking a modular and 
micro-services-based approach.

 Over the past five years, Oracle also 
has invested heavily in cloud com-
puting services and is rebuilding val-
ue chain applications like enterprise 
quality management software, prod-
uct life-cycle management (PLM), 
manufacturing operations man-
agement (MOM), and supply chain 
management (SCM). More recently, 
the company has been investing in 
manufacturing-specific solutions, in-
cluding the launch of five IoT applica-
tions focused on areas like productiv-
ity, asset performance, workers, and 
fleet. Coupled with their investments 
in IoT and artificial intelligence (AI) 
embedded in enterprise software, the 
end-to-end solutions showcased by 
Oracle in 2019 were compelling.

5. Partner ecosystems for digital twins 
emerge. Originally a concept pushed 
by the PLM and computer-aided 
design communities to describe 3D 
virtual models of products, digital 
twins have been extended to include 
connections to the physical world 
and opportunities for virtually com-
missioning machines. As companies 
outside complex discrete manufac-
turing embrace this extended defi-
nition of digital twin, it is becom-
ing clear that individual vendors 
cannot deliver the full solution. So 
partnerships are emerging. Siemens 
announced a partnership and invest-
ment in Bentley Systems in 2018 and 
gave a compelling demo of a process 
industry digital twin in the Siemens 

The 10 or more vendors  
vying to become the  
cloud leader for industrial  
operations 10 years ago 
have been winnowed  
down. 
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nies, “MES” stands for “Microsoft Excel 
spreadsheet.”

In 2016 General Electric and Microsoft 
Corporation developed a partnership to 
unite each of the companies’ cloud tech-
nologies. The two organizations hoped to 
increase their IIoT strength by combin-
ing GE’s Predix Platform and Microsoft 
Azure. Running GE Predix technology on 
an Azure platform was a natural step, and 
GE hoped that by partnering with Micro-
soft its customers would find value in 
artificial intelligence, data visualization, 
and natural language technology. More 
recently, Microsoft did an admirable job 
of extending its many existing partners 
to Azure, including Rockwell Automation 
and Schneider Electric.

In December 2019, 60,000 attend-
ees descended upon Las Vegas for AWS 
re:Invent. Just like Amazon Web Services 
generally, the re:Invent conference is 
fast-growing and overwhelms with its 
sheer breadth of content. AWS CEO Andy 
Jassy clearly took pleasure in the success 
of AWS: after just 13 years, the division 
has grown to $36B in revenue, and is still 
growing at 35 percent compound annual 
growth rate. At the event, there were sev-
eral key announcements:
l Enabling machine learning (ML) at 

scale with SageMaker. This essentially 
launches an integrated development 
environment for ML to speed devel-
oping, debugging, deploying, training, 
and maintaining new algorithms.

l Outposts, the cloud-native managed 
service run at the edge to enable hy-
brid architectures, has moved from 
preview to general availability.

l The continuation of AWS’s strategic 
move to enter smart factory.
AWS demonstrates a clear leadership 

role among Silicon Valley disruptors such 
as Uber, Netflix, and Airbnb. But in our 
industry, AWS is coming from behind 
and playing the role of disruptor. AWS 
has, however, had tremendous success 
partnering with SaaS providers in the in-
dustrial space. For example, both Infor 
and Siemens have chosen AWS as their 
cloud providers.

As LNS continues to advise many cli-
ents, the path forward for AWS is still 
emerging. There is both significant mo-
mentum to capitalize on now and sig-
nificant headwinds to overcome in the 
future. Industrials including Georgia-Pa-
cific and Volkswagen for its Industry 4.0 
initiative are starting to make enterprise 
commitments to AWS. The AWS ecosys-
tem is starting to grow. Siemens—the 
world’s largest automation vendor that 
also has PLM, MOM/MES, and an IIoT 
platform in its $4B software portfolio—
has chosen AWS as its preferred partner. 
AWS also continues to make significant 
investments in industry-specific hiring 
and providing coinvestment for custom-
ers and partners.

Reasons to not choose AWS remain. 
Consumer-facing food and beverage and 
consumer packaged goods companies 
are (often) hesitant to store any business 
or operational data with AWS that could 
affect their trading relationship with Am-
azon. AWS of course refutes any claims 
that they use customer data to benefit 
other areas of Amazon, and any access to 
this data would be in direct violation of 

their privacy policy, but the lack of trust 
is real.

Data science and machine learning 
skills at industrial companies will con-
tinue to lag Silicon Valley companies 
for the foreseeable future. The vision for 
democratizing ML for all is one that will 
resonate with the industrial space. With 
the release of SageMaker Studio, Experi-
ments and Debugger, AWS is making 
ML easier. Also, managed services like 
Amazon Forecast, which uses machine 
learning for highly accurate forecasting, 
is making ML more accessible. But there 
is still a skill gap for a process or manu-
facturing engineer to directly jump in 
and begin building.

Lastly, the AWS Outposts Hybrid offer-
ing is a step in the right direction, but it 
does not yet address all offline use cases 
needed for some remote operations.

How to choose a cloud provider
Industrial companies need to know 
how to choose a cloud provider for in-
dustrial operations. Other than specific 
geographic and regulatory requirements 
(China and Alibaba Cloud), there are very 
few compelling reasons to look beyond 
AWS and Azure for cloud capabilities in 
industrial operations. This mainly leaves 
architectural and risk considerations to 
address.
l Should I go with a single-cloud versus 

multicloud strategy? Answering this 
question requires balancing vendor 
lock-in concerns with loss of some 
cloud-native capabilities, scale, and 
the added cost of managing a multi-
cloud environment.

AWS Smart Factory diagram

Collect
Collect device data in a 
variety of  formats and 

frequencies

Process
Enrich messages with

external sources

Store
Data is stored in a 

time-series data store
for analysis

Analyze
Run SQL queries or use 

pre-built models to perform 
machine learning inference

and make predictions

Act
Integrate with production
and maintenance systems

to improve operational
effectiveness and lower cost

SQL queries

Machine
Learning



38       INTECH MARCH/APRIL 2020       WWW.ISA.ORG

INDUSTRY 4.0

l How do I implement a multicloud 
strategy? Should we split by areas of 
the value chain (connected cars ver-
sus connected factories), regions, or 
business units, for example?

l What is the balance of IaaS versus 
PaaS versus SaaS? Should I build 
directly on top of AWS and directly 
consume AI and IoT services? Should 
I build on top of an IIoT platform like 
MindSphere and consume more pur-
pose-built applications? Should I just 
buy relevant SaaS offerings like Seeq, 
which is an advanced industrial ana-
lytics vendor that was prominently 
showcased at re:Invent?

l Some reasons to lean toward AWS 
as opposed to Azure are: cost as a 
top decision criterion; being uncon-
cerned with “co-opetition” issues 
with Amazon; having a dedicated 
digital or data science team that 
wants to quickly build new applica-
tions or advanced analytics algo-
rithms; or the organization’s SaaS or 
PaaS providers are moving toward 
AWS as a preferred provider. AWS is 
already the clear leader for partner-
ing independent software vendors 
(ISVs) providing SaaS or PaaS.
AWS is making significant invest-

ments both internally and externally 
with codevelopment dollars, quickly 
making them a meaningful partner in 
the industrial operations space. For 
most traditional automation vendors 
and ISVs, this will likely mean a two-
cloud strategy tied to either AWS or 
Azure is optimal. It also means if cus-
tomers want a third provider, the bur-
den goes to them, and it would likely 
be IBM with Red Hat. n
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Hewlett Packard: Back in the manufacturing game

LNS Research views HPE as making lots of strategic moves to win the manu-
facturing IT world and to accelerate the convergence of OT and IT. We believe 
industrial companies should actively consider it as part of the mix for industrial 
transformation.

According to Tom Comstock, analyst with LNS Research, there is good news for 
industrials with IT/OT convergence plans: Hewlett Packard Enterprise is all-in on 
SaaS applications. Comstock attended the HPE Discover 2019 event in Las Vegas 
because HPE is focused on edge and hybrid cloud computing and on intelligent 
data. The event, and especially president and CEO Antonio Neri’s keynote, were 
filled with major announcements. The biggest overall message: HPE’s commitment 
to “as a service.”

The company announced that it will offer all its products and services in a con-
sumption model by 2022. Announcements continued to flow, with major ones 
around a new line of mission-critical storage systems, HPE Primera, that the vendor 
positioned as needing only six cables, five clicks, and 30 minutes to bring online. 
In addition, HPE rolled out a series of enhancements to HPE GreenLake (its offering 
that provides public-like cloud services—consumption-based pricing, fully managed 
by HPE—for systems and software on premise). In particular, HPE is now offering 
HPE GreenLake for the midmarket.

Comstock said, “I’m old enough to remember when HP and Digital Equipment 
(acquired by HP) were major players in manufacturing, delivering products, solu-
tions, and services to manufacturers worldwide. HP offered solutions to the OT 
world leveraging manufacturing ISVs’ solutions wrapped with HP services and tech-
nology.” The company has, of course, gone through a significant transition, includ-
ing the formation and spinoff of HPE in 2015, and later HPE’s spinoff of the bulk 
of its service business in 2017. HPE Discover 2019 was “back to the future” with 
a focus on manufacturing and OT as highlighted by its “accelerating productivity” 
demonstration, which had center stage in the transformation showcase.

HPE clearly signaled its intent to deliver solutions for manufacturing again. The 
company announced integrations and turnkey edge-to-cloud solutions with part-
ners ABB, Microsoft, and PTC, for real-time intelligence and control in industrial 
environments. HPE Fast Start Conditioning Monitoring is the first of these manufac-
turing-specific solutions to be made available and envisions HPE helping industrials 
define use cases to connect and monitor manufacturing equipment. It includes HPE 
Pointnext services to wrap around its edge systems, the company’s HPE Edgeline OT 
Link platform, and ISVs’ product offerings.

In this case, HPE Fast Start Conditioning Monitoring uses PTC’s ThingWorx IIoT 
platform. It provides connectivity to a wide range of data sources and workflows 
for real-time insight into operational equipment. Users can add artificial intelligence 
with HPE AI in later stages of implementation; the demo in the showcase was 
exactly such a scenario.

Other manufacturing-focused announcements included solutions for edge 
appliances for the Microsoft Azure stack leveraging ABB, Microsoft, and Rittal 
as ISVs, and wireless connectivity solutions for OT using ABB Ability smart sensor 
technology.

It is quite clear that HPE wants to be a major provider of systems, infrastruc-
ture, solutions, and “business outcomes and experiences” for the OT world. In 
addition, HPE GreenLake has significant potential where manufacturers con-
tinue to be reluctant to trust operations to anything that depends on Internet 
connectivity (i.e., the cloud), but often do not have the IT resources required to 
handle the complexity of IT systems. HPE GreenLake offers an attractive alter-
native: fully managed systems, priced “as a service,” installed on-premise, with 
full connectivity to the cloud of choice. n
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The quest for the most magical algorithm
By Michael Risse

spend their time feeding data to the model to keep 
up with changes.

Then there are the participants in these efforts: data 
scientists. With all due respect for the education and 
expertise of data scientists, who are lucky enough to 
be working at what is the sexiest job of the 21st cen-
tury according to the Harvard Business Review, most 
data scientists do not know process engineering. They 
do not have engineering degrees or front-line plant 
experience, or know first principles. They are highly 
educated and trained in computer sciences, but not 
in the reality of plants and processes.

Electricity and pressure
One example among the many strange remarks heard 
from data scientists performing analytics is “electric-
ity consumption increases when pressure increases.” 
This is true, except when what was being described 
was simply a pump turning on—not a breakthrough 
finding. Without the expertise and experience of em-
ployees who know the systems and processes, the ap-
plication of algorithms to plant issues is wasted effort.

As a result of these challenges to the data, the 
state of change, and the expertise deployed on these 
efforts, what often results are findings incomplete rel-
ative to the complexity and number of data sources 
in the plant. And the “findings” will include many 
insights easily dismissed by anyone with plant experi-
ence, including irrelevant or already known insights. 
They may be obvious correlations, or simply back-
ward to reality, but to anyone with process engineer-
ing expertise this will be obvious.

Fortunately, there is a better way. Rather than 
bringing data to data scientists, what is needed for a 
successful data science adventure is to unite the three 
required components for advanced analytics success.

First is the data—specifically, providing access 
to all of it or as much of it as possible. Second is 
empowering process engineers and their expertise. 
And the third is consulting with data scientists as 
required to take advantage of their fluency with 
algorithms to solve specific problems. This means 
that while data will still flow to the data scientists, 
algorithms will be accessible to the process engi-
neers, chiefly in the form of software applications.

This approach to advanced analytics is as agile 
as the plant environment, with efforts constantly 
updated with data, leading to actual improve-
ments in production outcomes. There is no magic 
to this, or to the algorithms; rather there is a rec-
ognition of the multiple challenges faced with 
data science projects. n

The challenges of machine learning and cogni-
tive computing in the context of process manu-
facturing may be a poor forum for humor and 

irreverence. Then again, perhaps not: It often requires 
a sense of humor to express the challenges.

The tale begins with a request for proposal (RFP). 
This RFP says vendors will be given a cleansed and 
structured dataset from which they are expected, via 
their algorithms, to find insights. It is a beauty contest 
for data science, and whoever finds the most valuable 
insight wins.

So, what’s wrong with this picture?
Well, everything. It’s Monty Python’s King Arthur 

searching for the Holy Grail: insights, by way of the 
Holy Hand Grenade of Antioch, from algorithms and 
algorithms alone. 

The starting point of this misadventure is the data. 
Data never starts out cleansed and organized. Some-
one has to do the work to make it so, and, in doing 
so, the data is substantially modified. By disconnecting 
data from the source, relevant updated or new data 
is removed. By defining the dataset for analysis, the 
opportunity to include related data sources that come 
up in the process of analysis, perhaps asset history or 
pricing data, is lost. By cleansing the data—a major-
ity of the effort in many data science projects—data 
important to the analysis may be deleted because one 
person’s noise is another person’s critical data point. 

A disconnected perspective
In summary, to create a dataset separate from its con-
text is to create a disconnected perspective represent-
ing a static view of a constantly changing process. A 
smarter approach is ensuring the freedom to explore 
all data from all sources.

Unfortunately, after the data is defined and modi-
fied to the point where it no longer reflects reality, 
the next stage of the realism gap is time. Obviously 
yesterday is not today. Something, even if we do not 
know what, could have changed between the point 
of data capture and today, because many things can 
change in operating environments.

Formulas, raw materials, regulations, ambient 
temperature, recipes, and best practices all change. 
Assets get maintenance, sometimes to their detri-
ment; personnel change each shift; sensors drift; 
and market prices adjust—which all undermine the 
sustainability of analytics efforts.

The constant change in the plant assets, markets, 
and products is why so many algorithm-based op-
timization exercises end upside down: Instead of 
algorithms feeding insights to employees, employees 
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In addition to many layers of software  
cybersecurity, protect data centers with  
layers of physical security systems

By C. Shailaja

Physical security is the protection of people, 
property, and assets, such as hardware, software, 
network, and data, from natural disasters, bur-
glary, theft, terrorism, and other events that could 
cause damage or loss to an enterprise or institu-
tion. Software security involves techniques to 
prevent unauthorized access to the data stored on 
the servers. Because new malicious software (mal-
ware) is being developed year after year to break 
the various firewalls protecting the data, security 
techniques need to be upgraded periodically.

Physical security controls
Physical security of a data center comprises various 
kinds of built-in safety and security features to pro-
tect the premises and thereby the equipment that 
stores critical data for multi-tenant applications. 
For the safety and security of the premises, factors 
ranging from location selection to authenticated 
access of the personnel into the data center should 
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Data centers are centralized locations hous-
ing computing and networking equip-
ment, which is also known as information 

technology (IT) equipment and network infra-
structure. Network infrastructure comprises gate-
ways, routers, switches, servers, firewalls, storage 
systems, and application delivery controllers for 
managing and storing data and applications. Data 
centers store large amounts of data for processing, 
analyzing, and distributing—and thereby connect 
organizations to service providers. Many organi-
zations rent space and networking equipment in 
an off-site data center instead of owning one. A 
data center that caters to multiple organizations is 
known as a multi-tenant data center or a colocation 
data center, and is operated by a third party.

Industrial facilities with on-premise data cen-
ters need to secure the hardware and software 
within them. There are two types of security: 
physical security and software security.

Physical security of a data center
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panels, such as power distribution units (PDUs), 
UPS, backup diesel generation panels, and light-
ing panels, that are housed in the electrical room.

The heating, ventilation and air conditioning 
(HVAC) systems may include roof-top units and air 
handling units to distribute conditioned air. Split 
units or variable refrigerant fl ow might also be 
used for temperature control. Cooling the raised 
fl oor area and between racks is achieved by a com-
puter room air conditioner that sucks in the hot air 
above the racks and supplies cold air through the 
grills in the raised fl oor.

The fi re detection and suppression system in-
cludes fi re alarm detection and fi re protection sys-
tems, as well as dry protection systems (such as FM 
200) for sensitive areas, such as the server areas. 
Security systems include CCTV, video, and other 
access control systems, such as biometrics and pe-
rimeter monitoring systems. Plant communication 
systems and other notifi cation systems are used 
for making emergency announcements, such as 
for evacuation. 

Data center tiers
Data center tiers are an indication of the type of data 
center infrastructure to be considered for a given 
application. It is a standardized methodology used to 
defi ne uptime of a data center. A data center tier, or 
level, in other words, is used for differentiating key 
data center requirements, the focus being redundant 
components, cooling, load distribution paths, and 
other specifi cations. It is a measure of data center 
performance, investment, and return on investment.

Each of these tiers can be defi ned precisely (fi gure 
2). Tier 1 is the simplest architecture, while Tier 4 is 
a robust architecture with redundancy at all levels 
and hence is less prone to failures. Each higher tier 
is built over the previous tiers with all their features. 

Tier 1 is a type of data center that has a single path 

be considered, monitored, and audited vigorously. 
To prevent any physical attacks, the following need 
to be considered:
� proximity to high-risk areas, such as switch yards 

and chemical facilities
� availability of network carrier, power, water, and 

transport systems
� likelihood of natural disasters, such as earth-

quakes and hurricanes
� an access control system with an anti-tailgating/

anti-pass-back facility to permit only one person 
to enter at a time

� single entry point into the facility.
Organizations should monitor the safety and 

security of the data center rack room with authen-
ticated access through the following systems: 
� closed-circuit television (CCTV) camera surveillance 

with video retention as per the organization policy
� vigilance by means of 24×7 on-site security 

guards and manned operations of the network 
system with a technical team

� periodic hardware maintenance
� checking and monitoring the access control 

rights regularly and augmenting if necessary
� controlling and monitoring temperature and 

humidity through proper control of air condi-
tioning and indirect cooling

� uninterruptible power supply (UPS)
� provision of both a fi re alarm system and an 

aspirating smoke detection system (e.g., VESDA) 
in a data center. A VESDA, or aspiration, system 
detects and alerts personnel before a fi re breaks 
out and should be considered for sensitive areas.

� water leakage detector panel to monitor for any 
water leakage in the server room

� rodent repellent system in the data center. It 
works as an electronic pest control to prevent 
rats from destroying servers and wires.

� fi re protection systems with double interlock. 
On actuation of both the detector and sprin-
kler, water is released into the pipe. To protect 
the data and information technology (IT) equip-
ment, fi re suppression shall be with a zoned dry-
pipe sprinkler.

� cable network through a raised fl oor, which avoids 
overhead cabling, reduces the heat load in the 
room, and is aesthetically appealing.

Data center infrastructure
Raised fl oor systems are required to route cables and 
chilled-air piping and ducting beneath data center 
racks. The fl oor load for a data center is shown in fi g-
ure 1, which is an engineering plan for a typical data 
center. The plan encompasses the fi ve critical systems 
that are part of a data center: 

The electrical system includes the electrical 
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Figure 1. Engineering plan and space design of data center.
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for utility sources, such as power and cool-
ing requirements. It also has one source of 
servers, network links, and other compo-
nents. Tier 2 is a type of data center that 
has a single path for utility sources, such as 
power and cooling, as well as redundant 
capacity components, such as servers and 
network links, to support IT load. It is more 
robust than Tier 1 in terms of the hardware, 
and gives users a customizable balance be-
tween cost management and performance. 

Tier 3 is a type of data center that has 
a redundant path for utility sources, such 
as power and cooling systems, and an 
N+1 availability (the amount required plus 
backup). Redundant capacity compo-
nents, such as servers and network links, 
support the IT load so no disruption to 
service is envisaged during repair. Howev-
er, unplanned maintenance can still cause 
problems. A Tier 4 data center is com-
pletely fault tolerant and has redundant 
hot standby for every component and 
utility source. Unplanned maintenance 
does not cause disruption in service.

Security in data center
Security of a data center begins with its 
location. The following factors need to be 
considered: geological activity like earth-
quakes, high-risk industries in the area, 
risk of flooding, and risk of force majeure. 
Some of these risks could be mitigated by 
barriers or redundancies in the physical de-
sign. However, if something has a harmful 
effect on the data center, it is advisable to 
avoid it totally.

The most optimal and strategic way to 
secure a data center is to manage it in terms 
of layers (figure 3). Layers provide a struc-
tured pattern of physical protection, thus 
making it easy to analyze a failure. The outer 
layers are purely physical, whereas the inner 
layers also help to deter any deliberate or ac-
cidental data breaches.

The security measures can be categorized 
into four layers: perimeter security, facility 
controls, computer room controls, and cabi-
net controls. Layering prevents unauthor-
ized entry from outside into the data center. 
The inner layers also help mitigate insider 
threats.

First layer of protection: perimeter security. 
The first layer of data center security is to 
discourage, detect, and delay any unauthor-
ized entry of personnel at the perimeter. This 
can be achieved through a high-resolution 
video surveillance system, motion-activated 
security lighting, fiber-optic cable, etc. Video 
content analytics (VCA) can detect individu-
als and objects and check for any illegal 
activity. Track movements of people and 
avoid false alarms.

Second layer of protection: facility con-
trols. In case of any breach in the perimeter 
monitoring, the second layer of defense 
restricts access. It is an access control sys-
tem using card swipes or biometrics. High-
resolution video surveillance and analytics 
can identify the person entering and also 
prevent tailgating. More complex VCA can 
read license plates, conduct facial recogni-
tion, and detect smoke and fire threats.

Third layer of protection: computer room 

controls. The third layer of physical security 
further restricts access through diverse veri-
fication methods including: monitoring all 
restricted areas, deploying entry restrictions 
such as turnstile, providing VCA, providing 
biometric access control devices to verify 
finger and thumb prints, irises, or vascular 
pattern, and using radio frequency identifi-
cation. Use of multiple systems helps restrict 
access by requiring multiple verifications.

Fourth layer of protection: cabinet con-
trols. The first three layers ensure entry of 
only authorized personnel. However, further 
security to restrict access includes cabinet 
locking mechanisms. This layer addresses 
the fear of an “insider threat,” such as a 
malicious employee. After implementing 
the first three layers well, cabinets housing 
the racks inside the computer room also 
need to be protected to avoid any costly 
data breach.

There are multiple significant consider-
ations for the critical fourth layer, like pro-
viding server cabinets with electronic lock-
ing systems. To ensure secured access, the 
same smart card can be used to access the 
cabinets. In addition, biometrics may be 
provided. The above systems can be linked 
with the networked video cameras to cap-
ture the image of the person and his or her 
activities, and log the data automatically for 
further analysis and audit. PTZ cameras can 
be preset to positions based on cabinet door 
openings.

An integrated IP network of the four 
layers of security can create an effective, 
efficient, and comprehensive system for 
any application. Further integration with 
the Internet allows for centralized search-
ing, storing, recording, sending, sharing, 
and retrieving capabilities.

Best practices
A data center audit involves an asset inven-
tory and creates a library of accurate, up-to-
date information about all of the equipment 
in the data center—from servers and cabi-
nets to storage devices. The following are 
some of the best practices for building up 
security at a data center facility.

Conduct regular audits. Internal audits 
check the implemented systems and pro-
cesses. An external audit is used to check 
the commitment of internal audits. Audits 
should check for any vulnerabilities in the 
data center facilities that are provided to 
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Figure 2. Data center tiers.
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96 Hour power outage protection

Large businesses
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N+1 Fault tolerant
72 Hour power outage protection

Medium-size businesses
99.749% Uptime
22 Hours downtime per year
Partial redundancy in power and cooling

Small businesses
99.671% Uptime
28.8 Hours downtime per year
No redundancy

Tier 4

Data Center Tiers
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AUTOMATION BASICS

ensure security. Check to see if access 
control systems, CCTV cameras, and elec-
tronic locks are functioning and are being 
maintained. Check if any job role changes 
in the employees call for an update in the 
procedures and systems.

Strengthen access control systems. As 
an outcome of the audit checks, any facili-
ty requiring extra protection should receive 
additional security. For example, multiple 
verification methods for personnel entry 

into a certain area may be recommended, 
such as an access card and fingerprint or 
retinal recognition. Make an audit of the 
entire facility to check if the access control 
system needs to be tightened.

Enhance video surveillance. Video cam-
eras should include both indoor and out-
door areas of the facility. Similar to the 
access control systems, coupling these 
with 24-hour surveillance by security staff 
can significantly enhance the safety of 
the facility.

Enforce security measures. This requires 
employee training on the security mea-
sures to be followed and the consequenc-
es if procedures are violated.

Establish redundant utilities. Create re-
dundancy in utilities like electricity and 
water and distribute the same to avoid 
common-mode failures and to achieve 
high availability of the systems.

Physical security comprises a four-layer 
protection that provides a defense-in-
depth approach in case control is by-

passed. Controls include administrative 
decisions such as site location, facility 
design, and employee control/assigning 
the access level. Physical controls include 
perimeter monitoring, motion detection, 
and intrusion alarms. Technical controls 
include smart cards used for access con-
trol, CCTV systems, and intrusion detec-
tion systems.

Most organizations focus on software 
security and firewalls. However, a breach 
in physical security could cause the theft 
of data and devices that will make soft-
ware security useless. It is important to 
conduct a risk assessment study in com-
pliance with ISO 27001 and implement 
appropriate security controls to ensure a 
secure data center. n
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Figure 3. The four layers of data center 
physical security.
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Iretired at the end of January 2019 following 
42-plus years in the power industry and more 
than 39 continuous years as a member of ISA 

and its Power Industry Division (POWID). At that 
time, I also retired from ISA and other professional 
society activities to make room for other volunteer 

leaders. I was blessed 
to work with a great 
group of people over 
the years, and that is 
what I miss the most. 
With ISA now cel-
ebrating 75 years, it is 
a good time to share 
what ISA has meant to 
me and my career.

I was a student 
member of a different 
professional society 
during college, but it 

wasn’t a good fi t for my chosen career in instru-
mentation and control (I&C). A few years into my 
career, a coworker suggested that I join the Instru-
ment Society of America (ISA). The monthly InTech
magazine and the newsletters from the two ISA di-
visions that I also joined were my fi rst contacts with 
ISA. Those publications helped me to see that I was 
a part of a much larger group of professionals who 
had the same technical interests as myself. In the 
pre-Internet world, the publications catalog that I 
periodically received by mail gave me the opportuni-
ty to purchase books that also related to my career.

A year or two after joining ISA, a change in em-
ployment brought me to Birmingham, Ala., where 
there was an active local ISA section. It provided 
regular face-to-face contact with people with the 
same interests who did not work for the same 
company; that is where my professional network 
really began to develop. I also had the opportu-
nity to volunteer for leadership roles, which pre-
ceded leadership roles with my employer.

My fi rst volunteer role with ISA was as regis-
tration co-chair for the 1985 ISA Southeastern 
Conference and Exhibit. After that I participated 
in some of the local education night activities of 
our local section and eventually found myself as 
the education chair for the section. In this role I 
worked with one of our state universities in con-
tinuing the production of an annual Fundamentals 
of Industrial I&C Short Course, which still is given 
in May each year.

My first two employers did not support me 
traveling to conferences or doing much in the 
way of outside training, so ISA was very helpful 
to furthering my career by providing local tech-
nical and leadership educational opportunities. 
When I moved to Southern Company, my third 
employer, I learned that if you write technical 
papers and offer to present them at conferences, 
it furthers your technical growth and makes 
your company more likely to let you go to those 
conferences.

As I progressed at Southern, I was able to rep-
resent the company by joining the POWID Exec-
utive Committee and the ISA77 standards com-
mittee. My most notable roles in POWID were as 
general chair of the 2003 POWID Symposium in 
Williamsburg, Va., and then a fairly long assign-
ment as the ISA POWID newsletter editor.

Throughout my career, ISA allowed me to in-
crease my technical knowledge and my leader-
ship skills, expanded my technical and social 
network, and helped me to grow in other ways 
and become more widely known in my industry. 
I highly recommend that all early and mid-career 
automation professionals get and stay involved in 
ISA. I wish you all success and happiness in your 
careers and life in general. �

Dale Evely, PE and ISA Life Fellow
Southern Company (retired)

ISA POWID Executive Committee (retired)

Anniversary Snapshot

association news | Highlights & Updates

Thirty-nine years of 
professional development

Dave at work, 
circa 2015
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Highlights & Updates | association news

ISA’s upcoming 75th Anniversary was on the minds 
of volunteer leaders who gathered in Austin, Texas, 
for training and fellowship 6–9 March. “A major 
theme for the 75th anniversary will be the ever-
changing face of the automation profession,” said 

Eric Cosman, ISA Life Fellow and ISA President-
Elect and Secretary. The idea of change also domi-
nated the meeting agenda, driven by forces rang-
ing from changing markets and business models to 
the emergence of disruptive technology. �

Scenes from the Strategic 
Leader Meeting

Professional Development



working groups. However, the work of ISA5 is not all about 
retirements and consolidation. ISA-5.7 working group chair 
David Hobart plans to focus on producing a recommended 
practice for the development and use of piping and instrument 
diagrams, which often exist under different monikers, such as 
mechanical flow diagrams, engineering flow diagrams, process 
and instrument diagrams, and process and control diagrams. Ho-
bart welcomes assistance from others sharing his passion for this 
document, which will be the template for all subsequent instru-
ment and control work in a project.

The ISA-5.9 working group was formed in 2019 in response 
to a need for improved documentation of the algorithms used in 
industrial control systems (e.g., PID controllers) and the measures 
of performance for these algorithms. This working group is also 
planning documents to aid in the selection and application of 
the algorithms to benefit manufacturing.

ISA-5.4, Instrument Loop Diagrams, was published in 1991 to 
provide a uniform method of diagramming the physical intercon-
nections of the instruments of pneumatic, fluidic, electric, electron-
ic, and other types of instruments interconnected to form a loop. 
With the increased adoption of Ethernet, wireless, and potentially 
virtual/self-configuring systems, this standard is ripe for updating.

Similarly, ISA-5.6, Documentation for Control Software Appli-
cations (2007), established a system of graphical symbols, charts, 
matrices, and diagrams to specify and facilitate implementation 
of software-based control systems for batch and continuous con-
trol using programmable controllers, computers, and distributed 
control systems. The International Electrotechnical Commission 
(IEC) and other organizations are working on related documents, 
so this group can help maintain ISA’s leadership role in inter-
national standards development. To do so, this working group 
needs leadership and volunteers.

Saving the big one for last: last published in 2009, with a large 
working group already, ISA-5.1 is due for an update. Chair Tom 
McAvinew has indicated that he will soon be circulating to ISA5 
an addendum to the current standard to suggest slight modifi-
cations to refresh the document. Since the committee will have 
to review and vote on the addendum, it will also kickstart work 
on a full revision expected to be able to be published within 
two years. That revision cycle will be a further opportunity to 
incorporate ISA-5.5 and include new symbols for new sensing 
technologies, networking, and associated functions.

If you are interested in participating in any of the ISA5 
working groups, contact Charley Robinson, ISA Standards, 
crobinson@isa.org. n

ABOUT THE AUTHOR
Ian Verhappen is a senior project manager with CIMA. Formerly 
the vice president of ISA’s Standards & Practices Department, he 
received ISA’s Standards Excellence Award in 2018.

Many practitioners associate the ISA5 standards de-
velopment committee strictly with ISA’s most widely 
used standard, ISA-5.1 Instrumentation Symbols and 

Identification. However, the ISA5 committee, “Documentation 
of Measurement and Control Instruments and Systems,” has a 
broader scope—namely to develop standards, recommended 
practices, and technical reports for documenting and illustrating 
measurement and control instruments and systems suitable for 
all industries. It is also looking for volunteers who want to make 
a difference.

Change in technology is one of the drivers in updating interna-
tional standards. Technology has also changed the way standards 
committees work, with almost all development now done using 
web conferencing tools. The only requirements to being able to 
assist are some of your time and a willingness to share knowledge. 

The table below presents the working group structure of ISA5. 
As you can see, several publications, and hence the work of the 
working groups, have been subsumed by other documents or 

ISA5: Documentation is more than symbols
By Ian Verhappen

standards | New Benchmarks & Metrics

Working 
group

Title Leadership/
disposition

ISA-5.1 Instrumentation Symbols 
and Identification

Tom McAvinew

ISA-5.2 Binary Control Logic 
Diagrams for Process 
Operations

Merged into  
ISA 5.1:2009

ISA-5.3 Graphic Symbols for 
Distributed Control/
Shared Display 
Instrumentation, Logic, 
and Computer Systems

Merged into  
ISA 5.1:2009

ISA-5.4 Instrument Loop 
Diagrams

Open

ISA-5.5 Graphic Symbols for 
Process Displays

Merge into next 
edition of ISA 5.1 as 
informative content

ISA-5.6 Software Documentation 
for Control Systems

Open

ISA-5.7 Process and 
Instrumentation Diagrams

David Hobart

ISA-5.8 Measurement and 
Control Terminology 
Review

Merged into ISA5.1

ISA-5.9 Controller Algorithms 
and Performance

Yamei Chen,  
Michel Ruel
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Condition monitoring: Old term, incredibly relevant
By Kevin D. Clark, CMRP

tors have designed sensors and connect-
ing software to go with the computer-
ized maintenance management system 
or enterprise asset management soft-
ware you may have in place. These sup-
port a wide range of data capture. Also, 
do you have Wi-Fi? This may affect what 
types of sensors you can support. 

Vendors offer systems to diagnose and 
analyze data and provide actionable in-
sights. But you cannot go straight to step 
3 without doing step 2. Why? Because do-
ing it wrong can set you back. You will go 
wrong if you are: collecting the wrong data, 
or insufficient data; not understanding the 
magnitude of the data (e.g., dwelling on 
whether or when an asset will fail, rather 
than its actual condition and health); or 
spending too little on systems for mission-
critical assets or too much on those for non-
critical assets.

Now then, maybe your goal—or your 
executive management’s goal or your cli-
ent’s goal—is not predictive maintenance. 
That is okay for now. My advice is still to 
put condition monitoring back into your 
vocabulary and recognize its long-term 
criticality. It is the linchpin to any success-
ful maintenance strategy. n

ABOUT THE AUTHOR

Kevin D. Clark, CMRP, is vice president of 
Fluke Reliability. He joined Fluke in Decem-
ber 2016 and has more than 30 years of 
experience in operations leadership.

ogy, as it was done in time-consuming 
fashion in the past (or present). Condi-
tion monitoring is tracking the condi-
tion of an asset through various means, 
understanding the condition data you 
compile, and then potentially acting 
on it—on a conditional basis, not on 
a scheduled basis. View it as the layer 
below asset health. Too many people 
today just want to determine when an 
asset will fail. Condition monitoring en-
tails tracking the condition of an asset 
throughout its life, then assessing the 
data for what it is telling you.

2. Know what data you need to capture. 
Many organizations want to jump right 
into predictive maintenance from pre-
ventive or reactive strategies. They will 
fail without knowing what type of data 
to collect from their assets. What kind 
of assets are you tracking? Vibration 
monitoring and analysis, for example, 
makes a lot of sense for rotating ma-
chinery. But electrical performance, 
temperature monitoring, oil analysis, 
or thermal imaging might as well. To 
understand when that motor might 
fail, you might need to monitor cur-
rent, temperature, and vibration to get 
the full scope of what you must know. 

3. Learn what technology best supports 
your data collection. Surprisingly, this 
may be easier than step 2 if you have 
thought through what data you need to 
capture. Fluke Reliability and its competi-

It has been around for decades and will 
continue to be the way we generate 
the data needed to maintain our as-

sets. But “condition monitoring” as a term 
does not seem to be cool or sexy anymore. 
Or perhaps its significance is getting lost as 
companies seek to do more with less and 
shift to new systems and processes.

As predictive maintenance grows in 
practice and paper-based workflows in-
creasingly give way to Industrial Internet of 
Things (IIoT) platforms and other Industry 
4.0 technologies, people want to downplay 
“condition monitoring” or give it a make-
over. Many maintenance pros today would 
rather call it “asset health” or gloss over it 
as an incidental step to predictive mainte-
nance. To some, it sounds so…yesterday.

Why do I care about the term? Perhaps 
because it is such a critical step, repre-
senting the basic, fundamental tenet of 
any maintenance strategy. You start with 
condition monitoring, first, and then 
determine asset health—which calls for a 
deeper analysis of the data you capture.

Condition monitoring provides the 
baseline data through which mainte-
nance teams can move toward predictive 
maintenance and forecasting and, ulti-
mately, figure out what asset health looks 
like. We require this information whether 
we implement advanced technology or 
keep inspecting assets with paper, pen, 
and spreadsheets.

Increasingly, companies are enhanc-
ing their systems with IIoT plus machine 
learning and artificial intelligence. Predic-
tive maintenance is where most organiza-
tions want to be. However, without reli-
able asset condition data, these systems 
are doomed to expensive failures. To help 
companies successfully navigate the shift 
to predictive maintenance, I recommend 
adhering to these basic steps:

1. Be clear on what condition monitoring 
is and what it entails (even if you do not 
like the term). Technology is not what 
drives condition monitoring. It can be 
done without a single bit of technol-
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Vibration and power 
monitoring sensors 
attached to manufacturing 
plant machinery, shown in 
yellow, provide continuous 
streams of condition data.
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Engineering manager
Tesco Controls: This engineer will be an integral part of the leadership team 
at a technology and engineering company in Sacramento, Calif., directing 
a group of 50 engineers, technicians, and support staff to efficiently design 
and develop control systems for large, complex water projects in North 
America. The successful candidate will report to the vice president of tech-
nical services and interact closely with the sales, project management, and 
manufacturing teams and other technical managers. Requirements include 
a strong executive presence, interpersonal skills, and an ability to influence 
across disciplines. Other requirements are a customer-first mindset; a bal-
ance of critical thinking, detailed planning, and the execution of multiple 
initiatives concurrently; and the technical expertise and project experience 
to represent clients on complex issues . . . see more at Jobs.isa.org.

Technology and systems integrator
City of Moline, Ill.: Under the supervision of the utilities general manager, 
the integrator performs specialized, highly skilled technical duties in the 
operation and maintenance of the digital supervisory control, mainte-
nance, and asset management and communication and reporting systems 
of the Public Works Department. He or she is responsible for troubleshoot-
ing treatment plant and pumping station controls, as well as developing 
analytical tools and supervisory reports as requested. Duties include run-
ning diagnostic programs, troubleshooting computer equipment, com-
municating with technology vendors, assisting in the development and 
implementation of alternative workflows, and instructing staff in the use 
of equipment. An associate’s degree in information technology and two 
years of related experience, preferably in database administration of GIS, is 
required . . . see more at Jobs.isa.org.

Lead engineer – Driveline and hybrids
Volvo: The driveline and hybrids group in Hagerstown, Md., is responsible 
for the application and maintenance of the powertrain components from 
the flywheel to the driven wheels. The engineer provides technical exper-
tise to the organization in the areas of product design, product application, 
reliability and durability, and problem solving of transmission and axle com-
ponents. Responsibilities also include creating and maintaining product 
documentation for the Mack Proprietary Double Reduction axle, as well as 

providing technical direction to bargaining unit mechanics and test tech-
nicians, developing schedules, establishing priorities, and communicating 
with other departments. A MS in mechanical engineering, seven-to-10 
years of experience in the areas of transmission gearbox, axle, and drive-
shaft systems, and design or validation/development experience of spiral 
bevel/helical gear is preferred . . . see more at Jobs.isa.org.

Senior cybersecurity engineer
Cummins: This cybersecurity engineer in Columbus, Ind., will conduct soft-
ware and systems engineering and software systems research to develop 
new capabilities, ensuring cybersecurity is fully integrated. The engineer 
will conduct comprehensive technology research to evaluate potential vul-
nerabilities in cyberspace systems; conduct vulnerability scans and analyze 
the findings; identify systemic issues based on the analysis of vulnerability 
findings, configuration assessments, and derived metrics; troubleshoot 
hardware/software interfaces and interoperability between integrated sys-
tems, and design hardware, operating systems, and software applications 
to adequately address cybersecurity requirements. The position requires 
three-to-five years of corporate IT and cybersecurity work experience, 
knowledge of infrastructure, application, and security best practices, an 
understanding of industry trends in network architecture, applications, and 
services . . . see more at Jobs.isa.org.

Senior electrical project engineer
Zeon Chemicals: This supplier of innovative polymers, including synthetic 
elastomers and specialty chemicals, in Louisville, Ky., seeks a resident elec-
trical and automation expert for the Kentucky plant. The engineer will pro-
vide project management to execute multiple simultaneous capital projects 
from conception to startup, using available resources and best practices to 
improve the performance and efficiency of the plant. The engineer will 
coordinate the input of manufacturing and engineering and maintenance 
to size, specify, select, estimate, design, install, and program process con-
trol equipment, electrical power distribution equipment, and other projects 
according to business needs. The position requires a four-year BS in electri-
cal engineering, proven leadership skills, the ability to develop and man-
age multiple projects simultaneously, good programming skills, and a good 
sense for sequential logic . . . see more at Jobs.isa.org.

Sample of Jobs Available at Jobs.isa.org
See more at Jobs.isa.org, where you can search for available jobs or advertise positions available within your company. ISA Members 
post resumes at no charge.
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meet the HART communication specifications.
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Old dogs, new dogs, and knowledge integration 
By Bill Lydon

Not taking advantage of internal knowledge and 
know-how can be a big mistake. For example, ap-
plying technologies, such as artificial intelligence, can 
have value, but it needs to be done using industrial 
and process automation professionals’ knowledge of 
operations. The importance of using a team approach 
was brought into focus in a discussion I had with auto-
mation engineers at a major pharmaceutical company 
where “management” brought in an outside consult-
ing firm of data scientists. They collected process infor-
mation, analyzed it, and subsequently made automa-
tion and control changes that were disastrous and cost 
a great deal of money. The lesson is, technology is a 
tool that cannot be used in a vacuum without knowl-
edge and know-how of production processes.

Young automation people just out of college or 
technical schools have learned the “latest and great-
est,” but they lack the know-how and activity knowl-
edge gained with years of experience. Know-how and 
activity knowledge are the practical understanding of 
how to get something done, as opposed to “know-
what” (facts) or “know-why” (science). Know-how is 
not obvious, explicit knowledge, and it is often diffi-
cult to transfer to another person by writing it down or 
verbalizing it. It is best experienced in the field with an 
accomplished mentor as a guide.

A few years ago, I interviewed the cofounder of 
a software company that had a large number of tal-
ented new technical people but just could not seem to 
create effective solutions. He described how this was 
solved when they paired up “the new dogs with the 
old dogs,” achieving great results. He described the 
value of this approach, “the new dogs teach the old 
dogs new tricks, and the old dogs can teach the new 
dogs old tricks and lessons learned from failed projects; 
together they created innovative solutions.”

The most effective digitalization may require col-
laboration of a number of traditionally siloed groups 
including the automation and control group, informa-
tion technology (IT), quality, manufacturing operations, 
and others. Effective companies are doing this with 
each part of the organization respecting the unique 
knowledge and talents of all to collaborate and achieve 
superior results. This requires people to have an open 
mind collaborating with each other.

A worthy goal for an organization is to build a cul-
ture of openness and collaboration where people 
respect each other’s talents and are focused on com-
mon goals that make manufacturing and production 
more profitable and competitive. n

Automation and business systems integration 
is growing at an accelerated pace, leverag-
ing new digital technologies to improve 

efficiency and competitive position. Most recently 
this was described in presentations by manufactur-
ers at the annual ARC conference in Orlando, Fla. 
The many new technologies, including predictive 
maintenance, analytics, artificial intelligence, smart 
sensors, and edge devices, are providing the tools 
to achieve higher quality, productivity, and profits. 

An important ingredient to be successful is 
leveraging experienced people in the company 
to appropriately apply these technologies using 
sound automation systems knowledge and know-
how. Creating a cultural environment that embrac-
es the integration of multigenerational employees, 
including the “young guns” and the experienced 
professionals, combines their unique knowledge 
and know-how, and leads to superior results.
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